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Abstract

Epitaxial growth, surface, and electronic properties of unconventional semiconductors:

RE-V/III-V nanocomposites and semiconducting Half Heusler alloys

by

Jason Ken Kawasaki

This dissertation explores how modifications to and within a parent zincblende lattice,
chemical composition and reduced dimensionality, can be used to engineer materials with

functionality beyond that of conventional III-V semiconductors.

The first part explores the use of dimensionality to control the electronic proper-
ties. Here we examine the growth mechanisms and properties of semimetallic rare earth
monopnictide (RE-V) nanostructures embedded coherently within a semiconducting I11-
V matrix. While previous work has focused primarily on the growth of embedded RE-V
nanoparticles (e.g. ErAs or ErSb) for applications in thermoelectrics, here we show
that by increasing the Er composition during simultaneous growth with GaSh, a wide
range of new nanostructures form including nanorods, branched nanotrees, and lamellar
nanosheets. These ErSb nanostructures form simultaneously with the GaSb matrix, and
by combining molecular beam epitaxy (MBE) with in-situ scanning tunneling microscopy
(STM), we image the growth surfaces one atomic layer at a time and show that the

nanostructured composites form via a surface-mediate self assembly mechanisms that is

x1



controlled entirely at the growth front and is not a product of bulk segregation. Using an-
gle resolved photoemission spectroscopy (ARPES) and scanning tunneling spectroscopy
(STS), we measure the momentum (k-) and spatially- resolved electronic structure of the
embedded RE-V nanostructures and show that despite the predictions of simple quan-
tum confinement models, they remain semimetallic down to their smallest dimensions.
These nanostructured composites show great promise for applications in thermoelectrics,

tunnel diodes, and fully epitaxial polarization filters.

The second part focuses on Half Heusler alloys, which are a ternary analogue to the
zincblende III-Vs. The Full and Half Heusler alloys are an attractive family of multi-
functional materials with tunable electronic and magnetic properties. These include both
semiconducting and metallic behavior as well as magnetism, half metallic ferromagnetism,
superconductivity, topological insulator behavior, and the shape memory effect. In this
dissertation we demonstrate the MBE growth of NiTiSn and CoTiSb, two prototypical
semiconducting Half Heusler compounds. The films are epitaxial, single crystalline, and
show semiconducting-like transport properties with higher electron mobilities and lower
electron densities than their bulk counterparts. We also show that both CoTiSb(001) and
NiTiSn(001) exhibit a number of different surface reconstructions with phase behavior
similar to that of III-V semiconductors, and we propose atomic models for these recon-
structions. Using angle resolved photoemission spectroscopy (ARPES) we report the first
direct measurement of the surface and bulk electronic bandstructure of semiconducting
Half Heuslers and show that these compounds are semiconductors with a bulk bandgap,

but with metallic surface states within the gap. These studies lay the groundwork for

xii



future studies on all-Heusler heterostructures
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Chapter 1

Introduction

The ability to grow high quality crystals and engineer them in artificially layered
heterostructures is a key driving force for both improved technology and the discovery
of fundamentally new physics. Consider the example of the two dimensional electron gas
(2DEG) formed in group IV or group III-V compound semiconductor materials such as
Si and GaAs. These 2DEGs form not only the central component in modern semiconduc-
tor transistors, but they also directly led to the discovery of the integer and fractional
quantum Hall effects [1, 2]. But as Si- and GaAs-based technology begins to mature,
there emerges a need to identify and develop materials with functionality beyond that of

conventional semiconductors.

For the above mentioned III-V semiconductors, molecular beam epitaxy (MBE) has
been a key enabling technology. MBE is a method for the controlled growth of high
crystal quality, low defect density thin films and heterostructures with near atomic level

precision. Here, high purity elements are evaporated from individual effusion cells (or



gas sources) onto a substrate in ultrahigh vacuum (107!° mbar) (Figure 1.1). The mean
free paths for the impinging atomic or molecular species are on the order of several
hundred kilometers (A = kpT'/v/27d?*p, where kp is the Boltzmann constant, d is the
particle diameter, and p is the pressure), such that the reactions occur primarily at the
growth surface rather than in the atomic/molecular beam. Furthermore the thermally
evaporated species have much lower energies than species produced by other processes
such as sputtering or pulsed laser ablation. Thus MBE is a comparatively gentle growth
technique that does not produce ablation or radiation damage in the resulting films.
Under certain conditions the depositing film adopts the crystal structure of the underlying
substrate and hence the process is termed epitaxy. Finally the growth is performed at
relatively low temperatures and the rate is slow, on the order of one atomic layer per
second. Thus by opening and closing individual shutters the growth can be controlled
at near atomic precision. For these reasons it is sometimes likened to “atomic spray
painting” [3]. This ability to precisely engineer ITI-V heterostructures by MBE has led to
important concepts such as band engineering [4], modulation doping [5], and fundamental
insights into the transport behavior of high mobility two dimensional electron and hole
systems, as well as applications in devices such as high electron mobility transistors,

photodetectors, lasers, and many others.

Thus in the search and development of new electronic materials, MBE is a very
promising technique. Indeed, since the initial development of MBE in the 1960s for the
growth of III-Vs, this technique has been expanded to the growth of group IV-1V, II-VI

and III-nitride semiconductors as well as epitaxial metals. In the past 25 years MBE has
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Figure 1.1. Schematic of a molecular beam epitaxy (MBE) system.

also shown great success in the growth and enhancing the understanding of complex oxide
materials [3]. The complex oxides, which typically adopt the perovskite crystal structure,
are often called “multifunctional materials” due to their wide range of properties that
include both metallic and insulating behavior, superconductivity, magnetism, and strong
electron-electron correlations. But as we search for new multifunctional materials, an
added criteria is that we would like to be able to integrate them epitaxially with existing
group IV or III-V substrates. This means identifying multifunctional materials that have
crystal structures very closely related to the diamond or zincblende structures found in

group IV or III-V semiconductors.

This dissertation explores the epitaxial growth, surface, and electronic properties of
two novel materials systems that are closely related to a parent zincblende lattice [Figure

1.2(a)]. Two approaches are taken. The first approach is to start with a zincblende com-
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111-V semiconductor RE-V/III-V Half Heusler Full Heusler/Half Heusler
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Figure 1.2. Schematic crystal structures for the samples grown in this dissertation. (a) The
parent zincblende lattice found in many of the III-V compound semiconductors, e.g. GaSb and
GaAs. (b) Precipitation of a secondary rare earth monopnictide (RE-V) metallic phase, e.g.
ErSb or ErAs, which adopt rocksalt structure. (c) The Half Heusler structure (composition
XYZ) which is related to the parent XZ zincblende lattice by addition of a third element Y at
(1/2,0,0). X and Y are transition metals or rare earth metals, while Z is typically a group
I, TV, or V metalloid. Many of the Half Heuslers with 18 valence electrons per formula unit
are semiconducting. Examples include CoTiSb and NiTiSn. (d) Precipitation of a metallic
Full Heusler phase (X2YZ) from the Half Heusler matrix. The Full Heusler is related to the
Half Heusler by the addition of a second X’ sublattice at (3/4, 1/4, 1/4). Here the example of
NipTiSn/NiTiSn is shown.



pound semiconductor (e.g. GaSb, GaAs) and controllably precipitate metallic nanostruc-
tures (e.g. ErAs, ErSb) from the semiconducting matrix [Figure 1.2(b)]. The size, shape,
and distribution of the nanostructures can be used to tune properties of the composite.
We discuss this approach in the rare earth monopnictide (RE-V) / III-V semiconductor

system.

The second approach is to identify entire materials families with new functional-
ity that are structurally and chemically compatible with III-Vs. This approach will be
demonstrated with Half Heusler alloys [Figure 1.2(c,d)]. The Half Heusler alloys are a
family of ternary intermetallic compounds with composition XYZ, where X and Y are
transition or rare earth metals and Z is a group III, IV, or V metalloid. Structurally
these compounds are closely related to the zincblende compound semiconductors in that
elements X and Z of the Half Heusler form a zincblende sublattice, with Y atoms stuffed
at the (1/2, 0, 0) sites. They also have very similar lattice parameters as the I1I-V com-
pound semiconductors, and hence many Half Heuslers can be grown epitaxially on III-V
substrates. But unlike the compound semiconductors, Half Heuslers adopt a wide range
of properties including both metallic and insulating behavior, magnetism, superconduc-

tivity, and topological insulator behavior.

In the growth of these unconventional materials we have paid special attention to the
atomic and electronic structure at the surfaces and interfaces. Due to surface relaxations
and reconstructions, the properties at surfaces can be very different than the properties
in the bulk. These effects become especially important for thin films and for embedded

nanoparticles and nanorods. Methods for characterizing these surfaces are described in



Chapter 2.

1.1 RE-V/III-V nanocomposites

Metal-semiconductor nanocomposites are of great interest for applications in ther-
moelectrics, plasmonics, enhanced tunneling across semiconductor junctions, and many
others. A number of years ago it was found that the simultaneous growth of GaAs
with Er just beyond the solubility limit yields metallic ErAs nanoparticles precipitated
from a semiconducting GaAs matrix. Due to the similarities in crystal structure and
the thermodynamic stability of the rocksalt ErAs with zincblende GaAs [Figure 1.2(b)]
the resulting nanocomposites have atomically sharp ErAs/GaAs interfaces with no de-
fects as observed by TEM. Similar behavior is observed for many other combinations of
RE-V with III-V. Thus it is possible to introduce these metallic nanostructures without

seriously disrupting the quality of the semiconducting matrix.

While the embedded RE-V nanoparticles grown in the dilute RE regime are now
well studied for applications in thermoelectrics, the growth mechanisms are still not well
understood. This is especially important as the properties of the resulting nanocom-
posite are dependent on the size, shape, and distribution of the RE-V nanoparticles.
In this dissertation we use the combination of MBE growth with in-situ scanning tun-
neling microscopy and other tools to study the growth mechanisms for embedded RE-
V nanoparticles in III-Vs (Chapter 3). Along the way, we also discover a wide range

of new embedded RE-V/III-V nanostructures, including nanorods, branched nanotrees,



and lamellae. Using angle-resolved photoemission spectroscopy (ARPES) and scanning
tunneling spectroscopy (STS) we measure the momentum (k-) and spatially resolved elec-
tronic structure of these RE-V nanostructures as a function of reduced dimensionality

(Chapter 4).

1.2 Semiconducting Half Heusler alloys

The Heusler alloys offer the promise of an extremely wide range of properties not
observed in compound semiconductors, including both metallic and semiconducting be-
havior [6], half metallic ferromagnetism [7], superconductivity [8], heavy fermion behavior
[9], shape memory effect [10], and topological insulator behavior [11, 12]. These prop-
erties make the Heuslers an exciting playground for investigating novel phenomena, and
when combined with atomically precise growth by molecular beam epitaxy (MBE), they
provide a unique platform for engineering combinations of functionalities in heterostruc-
tures and exploring new physics that may emerge at their interfaces. However beyond
their magnetic properties [13], experimentally many of the other properties of Full (com-
position X5YZ) and Half Heuslers (composition XYZ) remain under-explored. This is
due largely to challenges in achieving high quality crystals, which have typically been
grown by bulk methods or by sputtering [14, 15]. For example, although Half Heuslers
with 18 valence electrons per formula unit (filled s, p, and d shells) are predicted to be
semiconducting, experimentally most bulk grown samples have shown metallic behavior

with a high density of defect states near the Fermi level [16].



MBE offers the possibility of growing very high quality single crystalline thin films and
heterostructures of Heuslers. This dissertation develops the epitaxial growth, surface, and
electronic properties of two of the prototypical semiconducting Half Heuslers: CoTiSb and
NiTiSn (Chapters 5, 6, and 7). Additionally some of the semiconducting Half Heusler
compounds (e.g. NiTiSn) show a coexistence with a metallic Full Heusler phase (e.g.
NipTiSn). Thus it may be possible to grow Full Heusler / Half Heusler nanocomposites
(Chapter 8 and Figure 1.2(d)), similar to the RE-V /III-V nanocomposites from Chapters

3 and 4.

However, one of the challenges to applying MBE to the growth of intermetallics and
other new compounds is the difficulties in controlling composition. One of reasons for
the particular success of I1I-V materials growth by MBE is the existence of a group-V
adsorption limited growth window. Due to the high volatility of the group-V species
(e.g. As or Sb), stoichiometric films of III-V are easily grown while supplying an excess
of group-V to the surface [17, 18]. Only the stoichiometric amount of group V will
be incorporated into the film. This self-limited regime occurs over a finite range of
growth temperatures and group-V overpressures and is often called the “growth window.”
Growth windows also exist for the rare earth monopnictides (RE-V) and for some of the
complex oxides. However, for many Heusler compounds (and intermetallics in general)
a growth window does not necessarily exist. This issue is addressed in further detail in

Chapter 5.



Chapter 2

MBE growth and in-situ surface

characterization

2.1 Introduction

All samples in this dissertation were grown by molecular beam epitaxy (MBE). Be-
yond the ability to grow high quality epitaxial films with atomic control, one of the
advantages of MBE is that it can be readily integrated with a variety of surface sensitive
analysis tools. At surfaces the breaking of bonds and change of symmetry often pro-
duce relaxations or reconstructions of the atomic positions. Thus the atomic structure
at surfaces, as well as the resulting electronic properties, can be very different at sur-
faces than in the bulk. These surface considerations become increasingly important for

nanostructures or heterostructured thin films.

Samples were grown at the University of California Santa Barbara in an integrated



p <5x 1019 mbar

Rare earth
1-v MBE

Heusler MBE

Figure 2.1. Schematic of the interconnected MBE growth - UHV surface analysis system. III-
V and rare earth doped materials such as GaAs, InAlAs, ErAs, ErSh, etc were grown in a VG
V80H III-V MBE system (circled, far left). Heusler alloys were grown in a VG V80 MBE system
that is dedicated for Heusler and other metals growth (circled, bottom right). Primary surface
characterization was performed using X-ray photoemission spectroscopy (XPS) and scanning
tunneling microscopy (STM).
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Figure 2.2. (a) Drawing of the VG V80 system used for Heusler and metals growth. In Winter
2012/2013 we added 4 additional effusion cell ports (labelled 1-4) to expand the total number
of ports to 8. (b) The metals VG V80 detached from the main lab and disassembled, flipped
upside down, and ready to be CNC’d at the UCSB Physics Machine Shop.

surface analysis system that combines several MBE growth chambers with scanning tun-
neling microscopy (STM), x-ray photoemission spectroscopy (XPS), reflection high en-
ergy electron diffraction (RHEED), low energy electron diffraction (LEED), and other
surface analysis tools (Figure 2.1). Although at times challenging to maintain, the ad-
vantage of this approach is that it allows samples to be grown and measured without
removal from ultrahigh vacuum. This enables fundamental studies of the surface atomic
structure, bonding, and electronic structure, as well as studies of growth mechanisms as

films are grown one atomic layer at a time.

Some samples have also been characterized by high resolution core level photoemis-
sion and angle resolved photoemission (ARPES). These studies necessitate the use of
synchrotron light, for which we used beamlines 1311 and 14 of MAX-Lab synchrotron at
Lund University, Sweden. Thus we have developed capping methods to protect sample
surfaces during transfer through air from UCSB to Lund, to be described later in this

chapter and subsequent chapters.
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Here we briefly review the theory and experimental considerations for two of the
primary surface characterization methods used in this dissertation: scanning tunneling
microscopy /spectroscopy (STM/STS), and angle-resolved photoemission spectroscopy

(ARPES). More detailed reviews of MBE can be found in Refs. [19, 20, 21, 22].

2.2 Scanning tunneling microscopy and spectroscopy

Scanning tunneling microscopy, developed in the early 1980’s by Binnig, Rohrer,
Gerber, and Weibel [23, 24, 25], is a powerful method for both imaging and measuring
the electronic structure of surfaces with atomic resolution. STM can also be used as a
method for single atom manipulation and assembling artificial structures. This section
briefly reviews the theory and practical aspects of STM as a method for studying the
growth and electronic properties of MBE-grown films. More detailed treatments can be

found in Refs. [26, 27, 28, 29].

2.2.1 Theory of STM

STM is based on the principle of quantum tunneling. A sharp metallic tip is brought
within several Angstrom of a conductive sample (but not in contact) and when a bias is
applied electrons tunnel from sample to tip or vice versa, with typical tunneling currents
on the order of pA to nA. By rastering this tip across the sample surface, the topography

can be imaged as well local variations in the electronic structure (Figure 2.3).

We first consider tunneling in a one-dimensional model of tunneling across a vacuum

12
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Figure 2.3. Schematic of an STM. From Ref [30]

barrier with height V; and width z (corresponding to the tip-sample separation). From a
calculation of the transmission coefficient through the barrier [31], the tunneling current
is given by

I x exp(—2k2) (2.1)

where kK = \/2m (Vy — €)/h. Here the tunneling current decays exponentially with dis-
tance, but the model encodes no information about the particular material or its elec-
tronic structure (other than the barrier height), and it does not account for the rate at

which electrons tunnel through the barrier.

A more advanced treatment follows from time dependent perturbation theory. This
tunneling formalism was first developed by Bardeen [32] and later adapted to the STM
problem by Tersoff and Hamann [33, 34]. Here the tip and sample are considered as

two independent subsystems and the tunneling current corresponds to a transition of a
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charge carrier from a state in the tip to a state in the sample (or vice versa). For the
unperturbed tip and sample states wz and 7, with corresponding energies EZ and £},

the tunneling current under an applied bias V' is given by

B 4re

= ———
h

D SED L= f(ES +eV)] M| 0(E), - E}) (2:2)

214

where the sum is over all tip and sample states (1 and v) and the matrix elements M,
are given by

h
My =g [ (90— v Vi) - ds (2.3)

2m

Here the integral is over an arbitrary surface S between the two subsystems. The ap-
pearance of the Fermi-Dirac function f(FE) in Equation 2.2 implies that tunneling occurs
from occupied states into unoccupied states, and the delta function restricts the problem
to elastic tunneling only. At reasonably low temperatures the Fermi-Dirac function can
be approximated as a Heaviside step function. Then by converting the sum in Equation

2.2 to an integral, the tunneling current becomes

eV
I=— ps(e — eV, R)py(€) | M|? de (2.4)

where we now have an expression that depends on real materials parameters, namely p;
the density of states of the tip and ps(e, R) the spatially varying local density of states

(LDOS) of the sample. The zero in energy is referenced to the Fermi level.

Following Tersoff and Hamann [33, 34], several approximations can be made. The

tip is modeled as a spherical potential well, and the matrix elements are assumed to be

14



(a) Vsample =0 (b) Vsample >0 (C) Vsample <0

E X — /
© CB \

tip sample

Figure 2.4. Schematic illustrating the tunneling under various biases for a semiconducting
sample. Positive sample bias (Vsgmpie > 0) corresponds to electrons tunneling from the tip to
empty states in the sample valence band, while negative sample bias corresponds to electrons
tunneling from filled states in the valence band to the tip. In real samples the tip induces
band bending, resulting in some of the voltage being dropped across the vacuum barrier and
some dropped across the sample itself. This leads to depletion for positive sample biases and
accumulation for negative sample biases.

constant with energy. Since the probe tips are metallic, the density of states of the tip is
also assumed to be roughly constant with energy (or at least much more slowly varying

than for a semiconducting or semimetallic sample). This gives

1 o [MP pi(0) / (e R)de (2.5)

where we see that the tunneling current is proportional to the LDOS of the sample,

integrated from the Fermi level to the external bias eV.

Further approximations recover the explicit dependence on tip-sample separation z. If
the energy height of the barrier, given by the average of the tip and sample workfunctions,

is slowly varying, then the matrix element can be treated with a WKB approximation.

This gives |M|* = exp(—27), where v = Jo V2mo/h)dz = \/2m¢z/h, and ¢ is the
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average workfunction [27, 29, 32]. Hence the expression for tunneling current becomes

m eV
I(eV,R) x exp (—z 8h2¢) pt(())/o ps(eV,R)de (2.6)

where the explicit dependence on z is now included and we have replaced ¢ — eV to
highlight the dependence on bias voltage. From Equation 2.6 it is readily apparent that
topographical information (R, z) and electronic information p,(eV, R) are convolved with

one another.

2.2.2 Imaging

The most common imaging mode in STM is “constant current mode,” in which a
feedback loop adjusts the tip-sample separation z in order to maintain a constant tun-
neling current. The tip is then rastered in-plane (z,y) to yield a map of the surface z
as a function of x and y. However, note that the image in this case is not completely
topographical. Since the tunneling current is dependent on both z and the sample LDOS,

the measured z variations acquired in this mode will also encode an electronic contrast.

This electronic contrast can be explored by recording STM images as a function of
the bias voltage. As seen in Equation 2.6, the current is proportional to the integrated
LDOS of the sample. By changing the bias voltage one changes the range of integration.
This is especially important near the band edges of semiconductors, where the density
of states varies rapidly and hence the resulting images can be quite sensitive to the bias

voltage. But the most dramatic effects are often observed by changing the polarity of the
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bias voltage: here a negative sample bias corresponds to tunneling from filled states in
the sample valence band to the tip, while positive sample bias corresponds to tunneling
from filled states in the tip to empty states in the sample conduction band. This is
shown schematically in Figure 2.4. On certain surfaces this principle can be used for
atom selective imaging. Feenstra et. al. showed that on the (110) surfaces of III-V
semiconductors such as GaAs, which is a plane containing both Ga and As atoms, the
empty states are attributed to group-III atoms while the filled states are attributed to
group-V atoms [35]. By simply changing the bias polarity they could selectively image Ga
or As atoms. In Chapter 3 we exploit this electronic contrast to distinguish semimetallic

ErSb nanoparticles from a semiconducting matrix.

2.2.3 Scanning tunneling spectroscopy

In addition to imaging the integrated sample LDOS, one can directly measure the
LDOS at specified points on the sample surface. Differentiating the tunneling current in

Equation 2.6 with respect to voltage, we find

&L o p(0)pu(eV,R) (2.7)

and hence the differential conductance dI/dV is a direct measure of the spatially resolved

sample LDOS.

In practice, STS is performed by disengaging the feedback loop and sweeping the

bias voltage while measuring the tunneling current. The bias sweep typically occurs over
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a few seconds so a very stable tip is required. In principle, dI/dV can be calculated
numerically from the measured current, but in practice this can introduce a great deal
of noise. Thus the derivative is often acquired by applying a sinusoidal voltage dV on
top of the bias voltage and measuring the response dI using a lock-in amplifier. The
frequency and magnitude of this sinusoidal voltage need to be chosen carefully so that
they do not interfere with the rest of the STM electronics. Typically a frequency on the
order of kHz and dV on the order of several mV are chosen. STS can be performed at
individual points on a sample surface, or can be performed over a mesh of points on the
surface to yield a real space map of the LDOS. A more recent development is that the
Fourier transform of this LDOS map (FT-STS) yields a k-space map of the scattering,
or quasiparticle interference (QPI) [36, 37]. With suitable models this QPT pattern can

be directly compared to the bandstructure E(k) measured by ARPES [38].

For STS measurements on semiconductors, one challenge is that within the bandgap
the tunneling current goes to zero, thus requiring currents to measured over many orders
of magnitude. To increase the dynamic range, Feenstra showed that spectroscopy can
be performed in a variable gap mode where the tip is brought closer to the sample
for low bias voltages, where the tunneling current is low, and pulled away for higher
voltages where the tunneling current is high [39]. This makes use of the exponential
dependence of the tunneling current on tip-sample separation, and a common tip-sample
separation profile is z(V') = zp+a|V|. To remove the distance dependence, the differential
conductance dI/dV can normalized by the total conductance I/V. This normalization

works nicely for metals and small bandgap semiconductors; however for large bandgap
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semiconductors the quantity (d/dV)/(I/V') diverges near the band edges because the
current approaches zero faster than the differential conductance. Therefore the I/V is
broadened by convolution with a Gaussian or an exponential function. Choosing the

latter,

[/—V:/_”" f(&//’)ew{*z‘; V'}dv’ (2.8)

[e9]

where the broadening AV is typically chosen to be of similar magnitude as the bandgap
[39]. Hence the normalized quantity (dI/dV)/(I/V) is proportional to the sample LDOS.
An example of this normalization process is shown in Figure 2.6. In chapter 4 we use
STS to measure the LDOS of ErAs and ErSb nanoparticles as a function of size, and

in chapter 6 we measure STS spectra for various surface reconstructions of CoTiSb(001)

and NiTiSn(001).

2.2.4 Tip shape and tip-induced band bending

Note that so far the treatment leading up to Equation 2.6 has been highly idealized.
For one, the real tip shape and its wavefunction may not be spherically symmetric.
Indeed, the symmetry of the wavefunction at the tip is expected to affect the tunneling
process and the resulting STM images [29], and to that end some groups have explored
functionalizing tips, e.g. with a single CO molecule at the end, to image sample orbitals
of a certain symmetry. During scanning the tip can also change shape and affect the
resulting images. To recover a good tip, some methods include briefly pulsing the tip to
remove loosely adsorbed molecules, or intentionally dipping and extruding the tip from

a noble metal surface with the intention terminating with a single atom with the desired
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orbital symmetry.

Another simplification is that the voltage drop is not always entirely across the vac-
uum gap. When the metal tip is brought in close proximity to a semiconducting sample
it will form a metal-insulator-semiconductor junction, where the mere existence of the
tip is expected to bend the bands of the semiconductor. When a positive sample bias is
applied, part of that bias will be dropped across the vacuum gap and part will be dropped
across the sample itself, resulting in depletion. Similarly, for a negative sample bias, part
of the bias is dropped across the vacuum gap and part across the sample, resulting in
accumulation (Figure 2.4). This phenomenon is often called tip-induced band bending,
and for this reason the measured bandgap by STM/STS is often slightly larger than the

true bandgap of the sample.

2.2.5 Plan-view and cross-sectional STM

Due to the high surface sensitivity, STM measurements require atomically clean sur-
faces. In this dissertation two approaches have been used to produce clean surfaces:
plan view STM of freshly grown samples, and cross-sectional STM of samples cleaved in

vacuulll.

Plan view STM of as-grown samples was performed by growing the samples in one of
the connected MBE chambers and transferring the sample through ultrahigh vacuum to
the STM chamber. In this way, the sample stays clean by avoiding exposure to air. For
semiconductor surfaces such as GaAs and GaSb(001), since the surface reconstructions

are very sensitive to the surface stoichiometry and annealing conditions, special care must

21



layers of interest

\ >/ substrate
/m{

STM

Figure 2.6. Comparison of plan-view and cross-sectional STM. From Ref. [26].

be taken during the final anneal in the MBE chamber just before transfer to the STM.
For example, during cooldown from the growth temperature, a (2 x 4) GaAs surface
reconstruction may transition to a ¢(4 x 4) due to excess arsenic in the system. In order
to produce (2 x 4) surfaces for imaging, one method is to anneal the sample at the growth
temperature (540 —610°C) with As, flux to stabilize the reconstruction, then shutter the
arsenic while quenching the temperature rapidly to 200°C. In this way the residual arsenic
in the chamber has time to be pumped out during cooldown rather than adsorbing on
the GaAs surface and causing a transition to the As-rich ¢(4 x 4). Further adjustments to
this procedure can be made by adding an additional lower temperature anneal step while
slowly reducing the As, flux before the final As shutter and quench. Once the desired
reconstruction is obtained after cooldown, the sample is then transferred out of the MBE
sample while still warm (= 200°C) so as to minimize adsorbates during transfer to the

STM. Similar anneal and quench procedures were used in this dissertation to produce
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GaSb(001)-¢(2 x 6) surface reconstructions, as well as variety of CoTiSb(001) surface

reconstructions.

Cross-sectional samples were also explored in this dissertation. This method allows
samples that have been removed from vacuum to be imaged in STM, and is especially
useful for imaging the internal structure of buried nanostructures. Here a small notch is
scribed on the sample and the sample is mounted vertically on a special cross sectional
XSTM block. Once reloaded into vacuum, the sample is cleaved by gently pressing
with a wobble stick to produce a clean cleavage surface that can be imaged by STM.
To aid in producing atomically flat cleaves, the sample is typically polished to both
thin the sample and remove indium from the back side (if indium was used for MBE
sample mounting). To aid in locating the regions of interest, marker layers such as an
AlAs/GaAs superlattice are often grown at a defined depth above or below the region of
interest. Once this superlattice is found, the tip can then be moved the known distance

to the region of interest.

2.3 Photoemission spectroscopy

Angle-resolved photoemission spectroscopy (ARPES) is a natural complement to
scanning tunneling microscopy and spectroscopy. While STM/STS visualizes the atomic
positions and electronic states in real space R, ARPES measures the electronic band-
structure in momentum space (k). In the experiment, a monochromatic beam of light is

shined on the sample [Figure 2.7(a)]. Through the photoelectric effect, the light excites

23



Ewn Spectrum
Ep
(a) (b) z /79 Valence Band

hw

N
>

Jo

7

N(E)

hw

x
e

Core Level

Ep

—\[i)

Figure 2.7. (a) Cartoon of the ARPES measurement. (b) Schematic of the energies involved
in photoemission spectroscopy, from [40].

electrons from the sample and these electrons are detected by an electron analyzer. Here

the energy is conserved, such that

E]ﬂ'n = hv — EB - ¢ (29)

where Ey;, is the kinetic energy of the photoelectrons, hv is the incident photon energy,
Eg is the binding energy of the electron in the solid (also termed the initial state energy
E;), and ¢ is the workfunction [Figure 2.7(b)]. The measured quantity is the photoemis-
sion intensity I as a function of the electron kinetic energy Fj;,, the emission angles 6
and ¢, and the incident photon energy hr. One can then convert this to the energy Ep

versus wavevector k of the electrons in the solid, i.e. the electronic bandstructure.

A few comments are worthy of note. Unlike STM, in which the probe is an (atomi-
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cally) sharp tip and the spacial resolution is on the order of Angstrom or less, the spot
size of the light used for ARPES measurements is typically on the order of a few hundred
microns. Hence ARPES is in general a spatially averaged probe, but recent efforts have
explored the use of nanometer focused beams, e.g. the ANTARES beamline at SOLEIL
[41], for spatially resolved ARPES. Another note is that photoemission only probes oc-
cupied states up to the Fermi level. To study the unoccupied states other techniques
must be used, for example inverse photoemission or two photon photoemission. Finally,
due to the very small inelastic mean free paths for photoelectrons excited by UV and
soft x-rays (on the order of several Angstroms), photoemission experiments are generally
extremely surface sensitive and care must be taken to preserve the cleanliness of sample

surfaces.

This section outlines the theory and experimental considerations for ARPES and for
core level photoemission, especially as applied to the measurement of samples with three
dimensional band dispersions grown by MBE. In our case the MBE is not attached to the
ARPES chamber, and hence special care is taken to protect sample surfaces such that
they can be transferred through air. The 3D nature of the band dispersions necessitates
the use of a light source that is tunable in energy and hence we use a synchrotron.
More detailed reviews of ARPES and photoemission in general can be found in Refs.

[40, 42, 43, 44, 45].
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2.3.1 The three step model

Figure 2.7(b) shows a schematic of the energetics of the photoemission process. The
initial state consists of a system with N electrons. Upon excitation by a photon of energy
hv, an electron is photoemitted and leaves behind a photohole. The resulting final excited
state consists of N-1 electrons plus the photoelectron. The challenge in photoemission
is to relate this measured final state to the initial state. In the simplest picture, the
measured intensity spectrum [Figure 2.7(b), right| reflects the density of occupied states
in the sample, shifted by the photon energy minus the workfunction (Equation 2.9). At
large binding energies one measures excitations from core levels, and these measurements
are typically performed using soft x-rays (hv on the order of hundreds to a few thousand
eV). Smaller binding energies correspond to excitations from the valence band, and these
measurements are typically performed using UV light due to the high photoinization

cross sections and high energy resolution achieved using UV.

A very intuitive description for this process is the three step model of Berglund and
Spicer [46]. In this model the photoemission is broken into three distinct and independent

processes:

1. Optical excitation of the electron from an initial state (E; k;) to a final state

(Ef, k) inside the solid.
2. Transport of the photoelectron to the surface.

3. Escape of the photoelectron into vacuum (Fg,, Kout)-

These steps are shown schematically in Figure 2.8(a). Rigorously speaking this three step
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Figure 2.8. (a) Schematic of the three step model of photoemission and the relevant energies
and momenta for each step. Upon escaping into the vacuum, the photoelectron must over-
come a potential barrier Uy, often called the inner potential. (b) Schematic of the momentum
changes upon crossing the sample/vacuum interface. The parallel component of momentum K
is conserved; however due to the barrier Uy the perpendicular component &, is not conserved.

process is not correct, as photoemission should be described by a single entirely quantum
mechanical process. Nonetheless this description works remarkably well in general and
gives quantitative agreement to photoemission measurements [40]. In this three step
model, only the optical excitation in step 1 is treated quantum mechanically, and steps

2 and 3 are considered as attenuation and kinematic factors respectively.

The optical transition of step 1 can be described using time dependent perturbation
theory. Using Fermi’s Golden Rule the measured photocurrent can be expressed as a

transition probability per unit time

dwp; 27 |
h

SL L) 6 (B — Ei— h) (2.10)
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where the perturbation is given by

e e
H=—(A. A ——A- 2.11
5 (A P+P-A)N——A-p (2.11)
where we consider only the linear term, use the commutator relation [p, A] = —iAV - A,

and use the dipole approximation to set V - A = 0 [40]. When expressed in this form it
becomes clear that the photoemission experiment does not directly measure the initial
state 4 of interest, but rather measures a transition that is given by the matrix element
|(f|A - p|i)|*. Hence in an experiment the measured intensity can modulate or appear or
disappear depending on the polarization or the energy of the incident light, and these are
termed matrix effects. In chapter 4 we observe matrix effects that cause the ellipsoidal
electron pockets at the M of ErAs(001) films to modulate in intensity as a function of

photon energy, and in chapter 7 we observe matrix similar matrix effects for the Fermi

surfaces of CoTiSb(001) films.

Although a full analysis of the matrix element requires knowledge of the initial state
(which is what we are trying to measure in the first place), we can derive simple selection
rules to determine whether a transition is allowed or not allowed based on symmetry
arguments. For the matrix element to be nonzero, the total integrand must be even.

Thus we can write

¥ even (4 |+|+) — A even
(f|A-pli) (2.12)

¢¥ odd  (+]—|—) = A odd.
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2.3.2 Core level energy shifts

We mentioned previously that photoemission can be used both for the measurement
of core levels, which do not have k dispersion, and valence bands, which do have k
dispersion. In the case of core levels, one of the most useful aspects of photoemission
is that the binding energies are sensitive to the local bonding environment. One can
understand these core level shifts in terms of screening. For example, in the simple picture
of a metal bonded to oxygen, the metal donates some of its valence electrons to the more
electronegative oxygen. Due to the reduced screening, the core electrons on the metal feel
a stronger Coulomb potential as a result of this electron transfer. Therefore the core level
binding energies of the oxidized metal will be larger than that of the elemental metal.
In chapter 6 we use core level shifts to measure changes in the bonding at CoTiSb(001)
surfaces, and we also use core level intensities to determine relative compositions at the
surface. More details on calculating compositions from core level intensities are found in

the Appendix.

2.3.3 Band mapping

We now consider conservation of momentum through through each step of the three
step model and show how photoemission is used to map the k dispersion of valence bands.
Optical transitions correspond to vertical transitions (Ak) from an initial state to a final
state in the crystal that differ in energy by hv. Photons in the energy range of interest
(UV) carry nearly zero momentum compared to electrons, and hence for a free electron

this vertical transition is not possible since a change in energy would also require a change
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in momentum. However for a crystal, whose bands can be represented in a reduced zone
scheme, the momentum change can be accommodated by a shift by a reciprocal lattice

vector GG. Thus the momentum conservation relationship is

ke = ki + G (2.13)

where k; and k¢ are the initial and final state momenta inside the crystal. One then
needs to connect the final state momentum of the electron in the crystal to the mo-
mentum of the photoemitted electron outside the crystal. Unfortunately, the surface
breaks the periodicity of the crystal perpendicular to the surface, and as a result the
electron passes through a potential barrier Uy as it enters the vacuum [Figure 2.8(a)l.
Hence kout # ke [Figure 2.8(b)]. But by breaking the momentum into two components
Kout = Kout,| + Kout,. We can derive relationships for the parallel and perpendicular

components separately.

Since the translational symmetry of the crystal parallel to the surface is not broken,
the parallel component of momentum is conserved and we can write Koue, | = ke + &,
where g is a surface reciprocal lattice vector. The presence of g suggests surface Umklapp
scattering, and as we will see in chapter 7, Umklapp scattering on the (001) surface of
fce crystals can create replicas of states at the bulk I' point that appear at bulk X,
and vice versa. But for now, if we neglect Umklapp processes the relationship becomes
ki = kg = ko, [Figure 2.8(b)]. Now, the electrons that have escaped into the vacuum
must travel on the order of 1 m before reaching the detector, hence they can be treated

as free electrons with kinetic energy Ej;, = %k?ut Thus the parallel component of
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Figure 2.9. Bulk Brillouin zone for an fcc crystal along with the (001) surface Brillouin
zone. Surface high symmetry points are denoted with overbars. Fixing the analyzer at normal
emission (T, k;, k, = 0) and varying the photon energy corresponds to traversing a reciprocal
lattice rod along bulk I' — X.

momentum is

2
ki,” = kf,” = kout,H = koutsinﬁ = h_??; (Ekm)l/z sinG (2.14)

or in a numerically useful form

ki [AT] = 0.512(Egn[eV]) 2 sind. (2.15)

Thus for two dimensional states, one simply measures the in-plane dispersion Ep (k) by
varying the emission angle 6. The binding energy is then given by Equation 2.9 and the

parallel component of momentum by Equation 2.14.

On the other hand, the perpendicular component of momentum is not conserved and
there is no simple relationship between the measured perpendicular momentum outside

the crystal and the final state momentum inside the crystal. One simple approximation
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is to assume that the final state is free-electron like, with energy Ey = %k’? +|Ep| where

Ey is the energy measured from the bottom of the valence band to the Fermi level. Then
the perpendicular component of momentum becomes

2m*

h2

1/2

k, =

(Epincos®0 + Uy) (2.16)

where Uy = Ey + ¢ is the “inner potential.” Clearly this approximation is more valid for
measurements at high photon energy, where the final state energy is also high and hence

is more free-electron like [40].

Experimentally, one often simplifies the measurement and analysis of k£, dispersions
by fixing the analyzer at normal emission (k, = k, = 0) such that cos*¢ = 1. One
then varies the incident photon energy, which in turn varies the kinetic energy as Ey;, =
hv — Eg — ¢. For the (001) surface of an fcc crystal this corresponds to traversing a
reciprocal lattice rod from the bulk I' to bulk X high symmetry points (Figure 2.9).
Now there are two parameters to be determined, m* and Uy. One often assumes a free
electron mass m* = m and uses Uy as an adjustable parameter to match the periodicity of
the measured bands [47]. Other more exact (but experimentally and theoretically more
expensive) methods for determining &, include using calculated semi-empirical final state
bands or triangulating the same final state via emission from two different crystal faces

(triangulation method) [40, 47].

Finally we make a few comments about surface states versus bulk states. Surface

states result from the abrupt change in potential in going from the sample to the vacuum,
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and are confined to the surface region where the wavefunction decays exponentially on
either side. In the case of semiconductors, these surface states can often be related to
dangling bonds or to dimers at the surface. In the ARPES measurement both 2D and
3D states will be measured simultaneously, so it is important to be able to distinguish

the two. The following criteria must be met for a state to be a surface state:

1. For a fixed kj, the initial state energy of a peak must not vary with hv. If it varies
with Av it has k, dependence and must be a bulk state. However, the converse is
not necessarily true. A state that does not vary with &k, is not necessarily a surface
state. It may in fact be simply a shallowly dispersing bulk state, for example, a

bulk state from f orbitals.

2. A surface state must lie a gap in the projected bulk bandstructure.

3. Surface state lineshapes are generally narrower than bulk state lineshapes. This is
because the inelastic mean free path is short, so photoelectrons stem from a short
range of distances below the surface dz. Hence k, is broadened by an amount
0k, = 2m/dz, and all states within this 0k window are emitted around the specific
value of k. For bulk states that disperse with k, , the k-broadening also implies
an energy broadening [48]. But for surface states, which are independent of k&, ,
this source of broadening is irrelevant. We will later see these effects for ErAs and

CoTiSb (001) thin films in chapters 4 and 7.

4. Most surface states are sensitive to impurities and can readily destroyed. Hence

one test is to controllably dose the surface with an impurity such as atomic hydro-
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gen or sulfur. This is the idea behind surface passivation of semiconductors. An
exception to this trend is topological insulators, whose surface states are robust

against nonmagnetic impurities.

2.3.4 Experiments and sample preparation

ARPES measurements were performed at beamline 14 of the MAX-Lab Synchrotron in
Lund, Sweden, and complementary high resolution core level photoemission spectroscopy
measurements were performed at beamline 1311, also at MAX-Lab. In addition to the
high photon flux (102 — 10'® photons per second at 14) one of the greatest advantages
of using synchrotron light is that it is continuously tunable in energy. In the case of
ARPES, this enables measurement of bulk %, dispersions. At I4 the energy range is
hv = 14 — 200 eV, which spans nearly two full Brillouin zones for crystals with lattice
constant on the order of 5 A and inner potential on the order of 10 eV. In the case of core
level photoemission, varying hr can be used as a means for varying the photoelectron

mean free path, and hence probing the sample as a function of depth.

However, one of the greatest challenges of using a synchrotron is preparing the samples
for measurements. Typical ARPES measurements are performed with light in the UV
(15 < hv < 100eV), which happens to sit at the minimum (A ~ 3A) of the “universal
curve” of photoelectron mean free path (Figure 2.10). The mean free path for core level
photoemission using soft X-rays is not much larger, approaching 1-2 nm. Thus the escape
depth for photoelectrons is very small, on the order a few unit cells, and both ARPES

and soft x-ray photoemission measurements are extremely surface sensitive. Ideally one
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Figure 2.10. The “universal curve” of the photoelectron mean free path versus the kinetic
energy. Taken from Ref. [40]. For UV and soft X-rays, with energies in the range of tens to
1000 eV, the photoemission measurements are extremely surface sensitive.

would like to have the growth chamber attached to the photoemission chamber such that
one can grow and measure the sample without exposing it to atmosphere. But since
growth chambers are highly specialized (for example, one cannot simply grow a Heusler
alloy in a I1I-V or oxide MBE system), it is not always practical to have an MBE attached
to the synchrotron beamline. For this reason other methods of protecting sample surfaces

are needed.

In this dissertation we make use of volatile caps that are specifically chosen such that
they do not react with the underlying film of interest. For III-V semiconductors such
as GaAs and GaSb this technique is very well established. After growth, the sample is
cooled below the growth temperature and capped with several hundred nanometers of
As or Sb respectively. For GaAs, the capping is performed as cold as possible (< 0°C,
achieved by cooling overnight facing the liquid nitrogen cryopanel) using a flux of As,

atoms. At this temperature the arsenic sticks to the surface and forms a hazy capping
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layer. The advantage of the hazy As, cap is that it is very easy to see by eye if the cap has
come off: the sample will appear shiny. On the other hand caps from an As, precursor
are shiny and are not as easily distinguished from uncapped surfaces by eye. For GaSb,
the capping is performed at 200°C using an Sby flux. The higher capping temperature
is argued to produce a more continuous film with no pinholes [49]. After capping, the
samples can then be removed from vacuum as the cap protects the underlying film from
oxidation. The shelf life of As and Sb caps when stored in a dry nitrogen box is typically

a few months.

Once loaded back into vacuum the cap can be removed just before measurements by
annealing at 325 — 350°C for As-capped GaAs and 350 — 375°C for Sh-capped GaSb.
The removal of the cap corresponds to a spike and then decay of the chamber pressure,
as well as a change from hazy to shiny surface for As-capped GaAs or a slight change
in color for Sh-capped GaSb. The complete removal of the cap can be confirmed by
measurements of photoemission core levels, and also by LEED or RHEED. Note that
while As caps are typically amorphous, Sb caps on GaSb are psuedomorphic and hence
the mere appearance of a LEED pattern does not guarantee that an Sb cap is fully
removed. One needs to look for a particular LEED pattern, e.g. a ¢(2 x 6) reconstruction

or rely on the core levels.

For ErAs, ErSb, and CoTiSb samples we rely on similar As, Sb, and Sb caps respec-
tively. Annealing temperatures for cap removal were similar to that of As-capped GaAs
and Sb-capped GaSb respectively. In chapters 6 and 7, we show that upon annealing

the Sb capped CoTiSbh, we can recover the original (2 x 1) LEED pattern and core level
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measurements confirm complete Sb cap removal with no residual or reacted Sbh. Cap
removal can also be monitored by eye as the silver color of the Sb cap gives way to a
slightly reddish color of the CoTiSb film. Unfortunately, we were unable to find a suitable

capping materials for the other Half Heusler NiTiSn.

Once suitable samples were prepared, ARPES measurements were performed in the
I4 analysis chamber using a SPECS Phoibos analyzer. The Phoibos is a two dimensional
analyzer, which simultaneously collects the photoelectron intensity versus Ey;, and emis-
sion angle 0. This can be readily converted to Ep versus one of the in-plane momenta kj
using Equation 2.14. To map the binding energy versus both in-plane momenta k, and
k, we simply compile individual slices of the Ep versus the kj’s for a fixed hv. Here the
direction of the analyzer emission angles is fixed such that it is oriented along the y axis
to yield the k, dispersion [Figure 2.7(a)]. An Ep versus 6, spectrum is measured, and
then the sample is rotated by by a small increment Af, around the y axis and another
Ep versus 0, is measured. The compilation of a number of slices with incremented A6,
yields a full map of E'g versus k, and k,. The results can be viewed as a band dispersion
of Ep versus any arbitrary kjj, or as a (k,, k,) slice at constant energy. Such a slice taken

at Fg = Er is a Fermi surface.
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Chapter 3

Growth Mechanisms and Structure

of RE-V /III-V nanocomposites

3.1 Introduction to rare earth monopnictides

Controlling the size, shape, and electronic properties of low dimensional metal - semi-
conductor hybrid structures is critical to the design of many nanoscale optical, electronic,
and magnetic metamaterials and devices.! For example, the size, shape, and distribution
of metallic nanoparticles embedded in a semiconducting matrix determine the wavelength
of surface plasmon resonances for plasmonic devices, as well as the phonon scattering
wavelength for applications in thermoelectrics [54]. In other geometries, arrays of em-
bedded 1D metallic nanowires can be used as interconnects or polarization filters [55],

while transparent 2D metallic planes can be used as embedded contacts in multijunction

1Some of the work presented in this chapter has previously appeared in the following publications:
[50, 51, 52, 53].
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photodetectors and solar cells.

The rare earth monopnictide (RE-V) / III-V semiconductor system is an ideal metal-
semiconductor system for many of these applications. Although these compounds adopt
two different crystal structures, with the semimetal RE-V (e.g. ErAs, ErSb) typically
adopting a rocksalt structure and the III-V (e.g. GaAs, GaSb) typically adopting a
zincblende structure, they share a common fcc sublattice of group V atoms [Figure
3.1(a,b)] and can be found in pairings with a small lattice mismatch (less than 0.2%
for ErSb/GaSb and less than 1.6% for ErAs/GaAs). Additionally many of the RE-Vs
and III-Vs are tie line compounds with one another and are hence thermodynamically
stable in contact with one another, an example of which is shown for ErSb/GaSb in the
Er-Ga-Sb phase diagram [Figure 3.1(c)] [56]. Thus the simultaneous growth by MBE
of Er with GaSb (or Er with GaAs) just above the solubility limit yields ErSb (ErAs)
nanoparticles phase segregated from a semiconducting GaSb (GaAs) matrix. The re-
sulting nanocomposites have coherent and atomically abrupt ErSb/GaSb (ErAs/GaAs)
interfaces [57, 58], allowing the metallic particles be placed in the semiconductor matrix
without sacrificing the quality of the semiconductor. Similar phase behavior exists for
(Sc,Er)As with GaAs [59], YbAs with GaAs [56], ErAs with In(Ga,Al)As [60], TbAs
with In(Ga,Al)As [61], CeAs with In(Ga,Al)As (unpublished, P.G. Burke, H. Lu, and A.
C. Gossard 2013), and many others. These nanocomposite systems have been studied
extensively for applications in enhanced figure of merit thermoelectrics [62, 63], plas-
monics [64], THz photomixers [65], enhanced tunneling for multijunction solar cells [66],

and Schottky diodes [67]. Additionally, the thermodynamic stability of RE-Vs on I1I-Vs
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Figure 3.1. (a,b) Crystal structures for ErSb and GaSb respectively. (c) Ternary phase
diagram for Er-Ga-Sb at 800 °C, adapted from Ref. [56].

enables them to serve as highly effective diffusion barriers to prevent interfacial reactions

between transition metals and III-Vs [68].

However, the usage of these nanocomposites in optical, electronic, and magnetic de-
vices requires understanding both of how to control the resulting morphologies, as well as
how the reduced dimensionality affects electronic properties. While bulk ErAs and ErSb
are both semimetals with overlapping valence and conduction bands at I' and X respec-
tively, simple quantum confinement models predicted that a band gap should open for
ErAs thin films with thicknesses below 1.7 nm [69, 70]. Despite these predictions, magne-
totransport and ARPES measurements saw no evidence for a bandgap [69, 71]. For even
stronger cases of confinement, bandgaps were predicted for nanoparticles of ErAs [72]
and also the related ErSb and ErP, and scanning tunneling spectroscopy measurements
seemed to indicate the presence of a gap for some of these compounds in nanoparticle
form [73, 74]. But in these specific tunneling spectroscopy measurements the samples
were exposed to air and likely were oxidized. Hence, whether the RE-V nanostructures

become semiconducting due to quantum confinement remains an open question. The ef-
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fects of the RE-V /III-V interfaces will also need to be considered, as changes in bonding

and symmetry across the interface may create additional electronic states.

This chapter explores the growth mechanisms and methods for controlling the size,
shape, and distribution of the embedded ErSb and ErAs nanostructures with reduced
dimensionality. Starting with a study of the nucleation of ErSb nanoparticles on GaSh
(001), we then show that simultaneous growth of ErSb with GaSb produces a wide range
of new self-assembled nanostructures, including arrays of vertically aligned nanorods, hor-
izontally aligned nanorods, branched nanotrees, and lamellar nanosheets. These struc-
tures are reminiscent of the structures formed by spinodal decomposition and eutec-
tic/eutectoid solidification [75]. Using in-situ STM we image the growth surface one
atomic layer at a time and show that the nanostructures form via a surface-mediated
self-assembly mechanism that is controlled entirely at the growth front and is not a
product of bulk diffusion or bulk segregation. The possibility of tuning the size, shape,
and distribution of these metallic nanostructures embedded coherently in a semiconduct-
ing matrix opens a wide range of new applications, in particular those which make use
of the anisotropy. We also use cross sectional STM to measure ErAs nanoparticles and

image regions of electronic contrast at the ErAs/GaAs interfaces.

The effect of reduced dimensionality on electronic structure will be the subject of

Chapter 4.
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(a) Gasb (c) ErSb 0.6 ML

(b) ErSb 0.6 ML

Figure 3.2. RHEED patterns along the [-110] azimuth for (a) the GaSb(001)-¢(2 x 6) surface
and (b) 0.6 ML ErSb nucleated on GaSb(001). (¢) 100 x 100 nm STM image of 0.6 ML ErSb
nucleated on the GaSb(001)-¢(2 x 6) surface.

3.2 Nucleation of ErSb on GaSb

ErSb nucleates on the GaSbh(001) surface via an embedded growth mode in which the
impinging Er atoms displace Ga from the zincblende GaSb surface and bond with the
remaining Sb to form rocksalt ErSb nanoparticles [76, 77]. The nanoparticles extend three
to four atomic layers into the surface, and their depth is limited by the low diffusivity of
Er through ErSb. The displaced Ga atoms are free to move on the surface and bond with
the impinging Sbs flux to re-grow GaSb. After approximately 3 monolayers of deposition
the ErSb islands coalesce into a continuous two dimensional film. Based on this growth
mechanism, changes in the growth temperature should impact the surface mobilities
of the Er and Ga adatoms. Thus we begin by studying the effects of temperature as a
means of tuning the resulting nanoparticle size and shape during the first few monolayers

of growth.
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Samples were grown on GaAs(001) epi-ready substrates by molecular beam epitaxy
in a modified VG V80H system with a base pressure < 5 x 107'! mbar. After thermal
desorption of the surface oxide using an As, overpressure, a 200 nm GaAs buffer layer was
grown at 540 °C, followed by a 200 nm GaSb layer at 500 °C. Both layers were doped with
1 x 10'8 Si atoms/cm?. The sample temperature was then ramped to the desired growth
temperature for ErSb (between 400 - 540 °C) and annealed with an Shy overpressure suf-
ficient to maintain a strong ¢(2 x 6) reconstruction as observed by reflection high-energy
electron diffraction [RHEED, Figure 3.2(a)]. For growth temperatures below 430°C the
Sb overpressure was reduced to prevent a transition to the ¢(2 x 10) reconstruction, and
for growth temperatures above 530°C the Sb overpressure was increased to prevent de-
composition of the surface. ErSb was then grown using a high temperature effusion cell
for Er and a valved cracker for Shy to produce a 0.6 monolayer (ML) equivalent coverage
of ErSh, where 1 ML is defined to contain 5.4 x 10 Er atoms/cm? and 5.4 x 1014 Sb
atoms/cm?. Upon deposition of 0.6 ML ErSb the RHEED pattern showed an increased
intensity of the 1x streaks overlaid on the GaSbh ¢(2 x 6) [Figure 3.2(b)]. Growth rates
were calibrated from Rutherford backscattering spectrometry measurements (RBS) and
from RHEED intensity oscillations obtained from ErAs growth on GaAs(001) surfaces.
Following the growth of 0.6 ML ErSb, both the Er and Sb sources were shuttered and the
sample was rapidly quenched to room temperature to retain the ¢(2 x 6) reconstruction.
Sample temperatures were measured using a pyrometer and a thermocouple in contact
with the sample block. After growth, samples were transferred in-situ through ultrahigh
vacuum (< 1 x 107!% mbar) to an Omicron variable temperature scanning tunneling mi-

croscope (VT-STM) to avoid sample contamination and oxidation. STM measurements
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were performed at room temperature.

Figure 3.3 shows a series of STM images for 0.6 ML ErSb on GaSb(001) grown at
temperatures ranging from 400 to 540 °C. The ordered rows of Sb dimers oriented along
[-110] correspond to the ¢(2 x 6) surface reconstruction of GaSb(001). Figures 3.3(c)
(3D representation) and 3.2(c) (2D representation) show ErSb nanoparticles nucleated
at 500°C. Two different types of ErSb nanoparticles are identified as previously reported
[77]. Type A nanoparticles have their top most surface rising one atomic layer (3 A)
above the GaSb surface and type B particles have their top most surface in plane with
the GaSb surface. The latter type B particles result from step-flow re-growth of GaSh
around type A particles (see Figure 3.3(c), type A/B, for a type A particle that resides
at a GaSb step edge, on the verge of GaSb step-flow regrowth). This GaSb regrowth

arises from the Er-Ga displacement reaction.

The ErSb nanoparticles in Figure 3.3(c) are clearly distinguishable from the GaSb
matrix as they do not exhibit the ¢(2 x 6) reconstruction of the GaSb. Instead, the
ErSb particles are terminated with a mixture of rectangular domains oriented along the
[110] and [-110] directions as shown in the Figure 3.3(c) inset. The lateral spacings are
consistent with the (1x4)/(4x 1) pattern observed previously for ErSb films by low energy
electron diffraction (LEED) and RHEED [77, 78]. This mixed phase reconstruction has
been attributed to a sub-monolayer coverage of GaSb that rides on the surface of the
ErSb as a result of the Er-Ga displacement mechanism [77]. The (1 x 4)/(4 x 1) ErSb
regions account for 15% of the sample surface, consistent with the surface coverage

expected for the deposition of 0.6 ML ErSb nanoparticles with an average thickness of 4
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Figure 3.3. (a-d) 100 x 100 nm STM images of 0.6 ML ErSb nucleated on the GaSb(001)
surface at various growth temperatures. Insets: 8.5 nm x 8.5 nm images showing the ErSb
nanoparticle surface reconstructions. (e) Average ErSb nanoparticle dimensions along [-110] and
[110] as a function of growth temperature. (f) Schematic of type A and B ErSb nanoparticles.
Reprinted with permission from [51]. Copyright 2013 American Physical Society.

atomic layers.

For growth at 540 °C [Figure 3.3(d)], both type A and B particles are again identified
and the surfaces show a mixed domain reconstruction, however the reconstruction is more
disordered than for growth at 500 °C. Additionally there are small clusters on the surface,
which could be small ErSb particles or clusters of GaSb. The disorder in the large ErSb
nanoparticles and smaller clusters may result from an increase in the desorption rate
of Sb at elevated growth temperatures, which becomes comparable to the incoming Sb
flux at 540°C and eventually leads to the decomposition of the GaSbh surface at higher

temperatures.
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At a growth temperature of 450 °C [Figure 3.3(b)], both type A and B ErSb particles
are present, however, these nanoparticles are terminated with a clear (1 x 1) surface
periodicity, as expected for an unreconstructed rocksalt ErSb surface. The (1 x 1) surface
periodicity has also been observed by LEED and STM for ErAs(001) thin films grown at
350 °C [76, 79]. A 1.2 nm border region surrounds the edge of each ErSb nanoparticle
that does not share the (1 x 1) surface periodicity and has similar contrast to the adjacent
GaSb step edges. This border is not observed at the higher growth temperatures and
is consistent with re-grown GaSb from the displaced Ga atoms. The difference suggests
that an activation barrier prevents continued GaSb step-flow re-growth around the ErSh
nanoparticles beyond the thin border region. The presence of type B nanoparticles
indicates Ga is still able to diffuse across the GaSbh surface and re-grow at the step edges

as seen for higher temperatures.

When ErSb is grown at 400 °C [Figure 3.3(a)] the GaSb surface begins to roughen
and in-plane (type B) ErSb nanoparticles are no longer observed. The type A islands still
form as square 3 x 3 nm nanoparticles. These square sites account for 15% of the surface,
consistent with the coverage expected for 0.6 ML ErSb. The surface roughness made
it difficult to achieve adequate resolution in the STM to image the atomic periodicity
on the type A surfaces. In addition to type A ErSb islands, another type of surface
island is found consisting of elongated strips along the [-110] that rise 3 A above the
surface. These elongated islands are terminated with Sb dimer rows along the [-110] and
are likely re-grown GaSb islands resulting from displaced Ga. The height corresponds

to one atomic bilayer (3 A) of GaSh and the lateral dimension along the [110] is 2.5
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nm or the width of two adjacent Sb dimer rows in the ¢(2 x 6) reconstruction. These
elongated islands account for 50-60% of the sample surface, consistent with the amount
of Ga that would be displaced by 0.6 ML ErSb. The displaced Ga atoms do not have
sufficient mobility at 400 °C to diffuse to the GaSb step edges, and instead they begin to
nucleate GaSb islands near the sites where they were initially displaced. There is clearly
some surface diffusion as seen by the preferential elongation of the GaSb islands along

the [-110].

The switch from step-flow growth to layer-by-layer growth produces the apparent
roughening of the GaSb and explains why no type B (in-plane) ErSb islands are observed
as they result from GaSb step-flow re-growth around type A islands [76]. For ErSb
nucleation at temperatures of 500 and 540 °C, the displaced Ga atoms have sufficient
mobility to diffuse to step edges and particle edges and thus no GaSbh islands are nucleated
under stable growth conditions. The step-flow re-growth for temperatures 500 °C is
consistent with the step-flow regime observed for GaSb homoepitaxy on vicinal surfaces
[80]. Growth at 450 °C is an intermediate regime where some displaced Ga re-grows
elongated GaSb islands on the surface [Figure 3.3(b)] and some re-grows GaSb around

the type A ErSb nanoparticles and at GaSb step edges.

Higher growth temperatures also increase the ErSh nanoparticle sizes. As the growth
temperature is raised from 400 to 540 °C, the size of the ErSb nanoparticles increase from
squares with averaged in-plane dimensions of 3 nm x 3 nm to elongated rectangles with
average dimensions of 8 nm x 17 nm [Figure 3.3(e)]. This elongation occurs preferentially

along the [-110] direction due to increasing anisotropic surface diffusion of both Er and
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Ga adatoms along the Sb dimer rows at higher growth temperatures. This direction is
also consistent with the preferential diffusion of Ga adatoms on GaAs(001) (2x4)/c(2x38)
surfaces [76]. In the low temperature regime, the nanoparticle dimensions asymptote to
an averaged minimum length of 3 nm along both (110) directions. The 3 nm length
corresponds to slightly greater than the width of 2 Sb dimer rows for the GaSb ¢(2 x 6)
reconstruction (one unit cell length along the [110] direction). This distance appears
to be the minimum in-plane nucleation size for ErSb nanoparticles on the GaSb(001)
¢(2 x 6) surface. Despite the increase in the planar dimensions of the ErSb nanoparticles
with temperature, the surface coverage of the nanoparticles in Figures 3.3(a-d) remains
constant at roughly 15% indicating the ErSb nanoparticles maintain a thickness of 4 ML

(1.2 nm) for each of the growth temperatures [Figure 3.3(f)].

Figure 3.4 shows STM tip height profiles along [110] for a single type B particle
grown at 500 °C at various sample bias voltages, along with the corresponding images.
The apparent height of the ErSb particle relative to the GaSb matrix varies as a function
of the bias voltage, ranging from 0.2 A above the GaSb surface at -2.0 V sample bias
to 0.2 A below the surface at +2.0 V sample bias. The strongest contrast is for large
positive bias. This bias dependence reveals the apparent height differences results from
electronic rather than topographical contrast. This electronic contrast, in addition to
the difference in surface reconstructions, can be used to further distinguish the ErSb
nanoparticles from the GaSb matrix. The direction of change in tip height suggests that
relative to the GaSb matrix, the ErSb particles have a larger valence band density of

states (filled states, resulting from tunneling of electrons from the sample to the tip at
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Figure 3.4. STM images and corresponding tip height profiles along [110] for a type B ErSb
nanoparticle (top surface resides in-plane with the GaSb) at various sample bias voltages,
demonstrating that the ErSb is electronically distinguishable from the GaSb matrix. The
particles were nucleated at 500 °C.
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negative sample bias) and a smaller conduction band density of states (empty states,

resulting from electrons tunneling from tip to sample at positive sample bias).

3.3 Codeposition of Ga;_,Er,Sb: nanoparticles, rods,

trees, and lamellae

We next consider the mechanisms at play during the simultaneous growth of ErSh
with GaSb. This process is more complicated than the simple nucleation of ErSb on
GasSh, as here there are three impinging species (Er, Ga, and Sb) and the nanostructures
form via a precipitation of ErSb from GaSb. A number of studies have investigated the
simultaneous growth of low compositions of RE-V (less than 5 %) with I1I-V, which yield
nearly spherical RE-V nanoparticles embedded in a III-V matrix. Here we show that by
pushing the ErSb composition during simultaneous growth with GaSb a wide range of new
embedded nanostructures form, including vertically aligned ErSb nanorods, horizontal
nanorods, lamellar nanosheets, and branched nanotrees embedded in a semiconducting
GaSb matrix. Using the combination of in-situ plan view STM and ez-situ TEM, we
show that the nanostructures form simultaneously with the matrix and have epitaxial,
coherent interfaces. The driving force for phase separation is analogous to that observed
for eutectic (eutectoid) solidification, but instead of occurring at a liquid-solid (solid-
solid) interface, here the growth occurs from the vapor at a solid surface. Additionally
the mechanism is constrained by the growth surface, with a defined crystal orientation

and epitaxial strain.
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Figure 3.5. RHEED patterns (left and right) and cross sectional TEM images (center) for a
multilayer sample consisting of 250 nm Gaj_,FEr,Sb layers (dark layers in the cross sectional
TEM image) followed by GaSb spacers (light layers in the TEM image).
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Samples were grown by MBE in a VG V80H system using solid sources for Er, Ga,
and Sb. Starting with the same GaSb/GaAs(001) buffer layer structure as in the previous
section, codeposition of Ga;_,Er,Sb films was performed at specified temperatures by
simultaneously opening individual shutters for Er and Ga under an Sby flux (Sby beam
equivalent pressure of 107¢ mbar). A growth rate of approximately 200 nm/hr was used
for codeposition of Ga;_,Er,Sb while a rate of 65 nm/hr was used for pure ErSb. All
GaSb and Ga;_,Er,Sb layers were doped with 1 x 10'® Si atoms/cm? to yield conductive

layers for scanning tunneling microscopy measurements.

Figure 3.5 shows overview bright field TEM images and RHEED patterns along [110]
and [-110] for a multilayer sample grown at 500 °C. The sample consists of 250 nm
Ga;_.Er,Sb layers followed by 100 nm GaSb spacers. The Er composition was varied
from x = 0.05 to 0.50 in steps of Az = 0.05. Note that two layers of x = 0.10 were grown.
Surprisingly, the RHEED patterns remain very sharp and streaky throughout the sample
growth. In the Ga;_,Er,Sb layers, for increasing Er composition the intensity of the 1x
streaks increases while the intensities of the reconstructed streaks fade, however even at
x = 0.50 (50%) a GaSb-like ¢(2 x 6) is still faintly visible. Additionally, in each of the
GaSb spacer layers a sharp ¢(2 x 6) pattern is observed. These findings suggest that the
Ga,_,Er,Sb layers remain epitaxial for very large Er compositions of up to 50% without

significant roughening of the surface and that GaSb readily overgrows on these layers.

Figure 3.6 shows bright field TEM images of several individual layers in the multi-
layer sample (middle column), along with high resolution z-contrast STEM images (right

column, courtesy of H. Lu and T. E. Buehl). The formation of ErSb nanorods at 500
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Figure 3.6. TEM images of individual layers within then multilayer Gaj_,Er;Sb. The left
and middle columns show bright field images (scale bar for the middle column is 50 nm), while
the right column shows STEM images. Bright field TEM courtesy of TEM Analysis, STEM

courtesy of H. Lu and T. E. Buehl.
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°C begins when the Er concentration is increased to around 5% Er (or x = 0.05), with
lower Er concentrations (x = 0.001 — 0.05) producing ErSb nanoparticles. At 5% Er, the
growth produces vertically aligned ErSb nanorods (dark regions in the bright field im-
ages) that are nearly continuous throughout the layer and aligned along the [001] growth
direction. Post-growth annealing at 500 °C for up to 24 hours does not produce changes
in the morphology, suggesting that these structures result from phase separation and

diffusion at the growth surface rather than bulk diffusion.

As the Er concentration is further increased, rather than simply increasing the ver-
tical nanorod density/diameter or forming vertically oriented lamellae, at 30% Er the
nanorods flip orientation and align horizontally along the [-110] direction, perpendicular
to the global [001] film growth direction. Increasing the composition to 50% Er results in
horizontally oriented lamellar nanosheets, in contrast with conventional eutectic lamella,
which would be expected to align vertically along the global growth direction. Surpris-
ingly, in all cases the films remain epitaxial and single crystalline as observed by RHEED,
selected area electron diffraction, and X-ray diffraction (XRD), despite the large amounts

of ErSb incorporated.

We begin by exploring the mechanisms for vertical nanorod formation, and later ex-
tend these mechanisms to explain the growth of horizontal nanorods and nanosheets. The
TEM images show that the vertical nanorods begin to form at the onset of codeposition
of Er with GaSb. In order to gain a clearer picture of the nucleation process, the on-
set of codeposition was experimentally simulated by sequentially growing thin individual

layers of ErSb and GaSb at 500 °C and examining the surface structure after each layer.
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Figure 3.7. Filled states STM images (100 nm x 100 nm) following sequential depositions
at 500 °C of (a) 0.6 ML ErSb on a GaSb (001) surface followed by (b) 2 ML of GaSb, which
produces pits in the surface, followed by (c) an additional 0.6 ML ErSb, which grows in the
pitted regions. (d & e) STM images acquired after depositing additional GaSb on the surface
shown in (a), totaling (d) 4 ML of GaSb, and (e) 10 ML of GaSb. Higher resolution STM inserts
(10 nm x 10 nm) show the surface reconstruction of the ErSb sites, with (a-c) showing exposed
ErSb and (d,e) showing GaSb covering the ErSb sites. The corresponding height profiles and
schematics of the ErSb regions are provided below each image. Reprinted with permission from
[50]. Copyright 2013 American Chemical Society.

Figure 3.7(a) shows an in-situ filled states STM image acquired after the deposition of
0.6 monolayers (ML) of ErSb directly on a GaSb (001) surface. The ErSb nucleates via
the thermodynamically favored embedding mechanism discussed in the previous section.
Here, the impinging Er atoms exchange with Ga from the substrate surface. The dis-
placed Ga diffuses on the surface to a GaSb step edge and bonds with incoming Sb to
form additional GaSb [76, 77]. The step flow regrowth of the GaSb keeps the surface
smooth, with only a few atomic steps visible in the 100x100 nm scans. The deposition
of 0.6 ML of ErSb produces rectangular 5x7 nm islands embedded in the surface that
are 4 atomic layers (1.2 nm) in thickness and encompass only 15% of the total surface

area.

When a 2 ML thin layer of GaSb is subsequently deposited on the surface in Figure
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3.7(a), it does not immediately wet the exposed ErSb island surfaces [Figure 3.7(b)].
The overgrown surface is characterized by 1-2 ML deep pits that have the same areal
density as the starting 0.6 ML ErSb surface and terminated in the same (1 x 4)/(4 x 1)
reconstruction. The 2 ML of additional GaSb grows around the ErSb sites, but does not
wet the surface of the ErSb islands. Instead, the surface mobility of Ga allows it to move

to the nearest step edges of the GaSbh and maintain a step flow growth process.

The addition of another 0.6 ML of ErSb onto the pitted surface in Figure 3.7(b)
finds that the additional ErSh prefers to bond to the existing ErSb and fill in the pitted
regions. As a result no pits are observed in the STM image in Figure 3.7(c) following such
a deposition; instead, the surface shows a mixture of ErSb Type A and B islands similar
to those found in Figure 3.7(a). The total surface coverage in Figure 3.7(c) is larger
than the 15% coverage for the initially nucleated particles [Figure 3.7(a)] because the 0.6
ML additional ErSb is in excess of what is required to fill the pits, hence the excess Er
nucleates ErSb islands at new sites. This preferential growth of ErSb at the nucleated
sites, along with the preference of Ga to bond at GaSbh step edges and to refrain from
wetting the ErSb (001) surface, enables ErSb nanorods to form in the GaSb one atomic

layer at a time.

The distribution of the ErSb nanorods is consequently determined by how the initial
islands of ErSb first nucleate. The nucleation sites become the template for further ErSh
growth. The mechanism relies upon maintaining a relatively smooth surface to ensure the
newly deposited Ga and Er can migrate to their preferred bonding locations. The step

flow growth regime for GaSb under these conditions enables significantly more continuous
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and well defined RE-V nanostructures to be formed in GaSb than in GaAs.

In contrast, for ErAs and GaAs under standard growth conditions (540 — 620°C), the
GaAs grows in a layer-by-layer mode, and displaced Ga regrows GaAs as islands near
the point of displacement rather than at a nearby GaAs terrace step edge [76]. The
result is a significant roughening of the surface over time, which leads to a decrease in
the mobility of Er and Ga adatoms on the surface, making it more difficult for Er to
migrate to previously nucleated ErAs sites. However, for simultaneous growth of ErAs
and GaAs at elevated temperatures (> 650°C, high enough to induce step-flow growth
of GaAs) we speculate that the surface may be sufficiently smooth to produce nanorod

growth.

The TEM images in Figure 3.6 reveal that upon termination of the codeposited Ga; —
xFEr,Sb layers, the protective GaSb capping layer completely overgrows the nanocompos-
ite. This phenomenon seems surprising given that GaSb initially refrains from wetting
exposed ErSb regions; however, this aversion is found to disappear as more GaSh is de-
posited. Figure 3.7(d) shows an STM image acquired after depositing 4 ML of GaSb over
a surface embedded with 0.6 ML of ErSb nanoparticles. Surface pitting is again observed;
however, the depths of the pits measure only 2 ML despite the deposition of 4 ML worth
of GaSb. Additionally, the surface structure of the pits is the same as the Sb-dimer rows
of the GaSb ¢(2 x 6) reconstruction rather than the (1 x 4)/(4 x 1) reconstruction of

ErSb, indicating that a thin GaSb layer covers the ErSb nanoparticles.

Increasing the total additional amount of GaSb to 6 ML, the pitted areas remain 2

ML deep, while their lateral dimensions decrease from approximately 5 nm to 3 nm along
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[110]. When the total surface coverage of GaSbh reaches 10 ML [Figure 3.7(e)], no pitted
regions remain visible and an atomically flat GaSb ¢(2 x 6) surface is obtained. Although
GaSh initially leaves the ErSb surfaces exposed, as the surface concentration of GaSb

increases, it begins to quickly cover over the ErSb.

During codeposition, a balance must be maintained between GaSh attempting to
fill in the ErSb surface template and additional surface Er seeking out these ErSb re-
gions for growth. By manipulating the growth conditions this surface balance can be
altered, thereby changing the structure of the nanocomposite. Figure 3.8(a,b) shows
cross-sectional TEM images of a 500 nm GaggErg1Sb film grown at 540 °C. Instead of
straight vertical nanorods that formed for the same Er composition grown at 500 °C [Fig-

ure 3.6(c,d)], the higher growth temperature produces branched nanorods (nanotrees).

The branched structures extend outward along the [-110] direction, but do not branch
out along the [110]. The plan-view image [Figure 3.8(c)] also indicates a preferential
ordering of the nanorods along the [-110] direction. In both cases, this preferred direction
is attributed to faster diffusion along the [-110] oriented GaSb Sb-dimer rows. The average
diameter of the branched nanorods doubles from roughly 5 nm for 500 °C growth to 11

nm for 540 °C growth.

The branching events occur at nearly regular 100 nm intervals during growth, as
denoted by arrows in Figure 3.8(a). At each interval, a number of nanorods terminate
just prior to the splitting of the remaining nanorods into two nanorods. The periodicity
suggests that branching is triggered by reproducible instabilities at the growth surface

where the balance between filling a pit with ErSb or with GaSb continues to switch. If
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Figure 3.8. Bright field TEM images of a 250 nm thick Gag ¢Erg1Sb (001) layer grown at 540
°C, along the (a) cross-sectional [110] zone axis, (b) cross sectional [1-10] zone axis, and (c)
plan-view [001] zone axis. (d) High resolution plan-view TEM image of a single ErSb nanorod,
showing a mixture of {010} and {110} facets. Bottom: schematic depicting nanorod branching.
Reprinted with permission from [50]. Copyright 2013 American Chemical Society.
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the surface becomes too GaSb rich many of the nanorods would simultaneously become
overgrown by GaSb. The remaining rods in turn have to incorporate a higher concen-
tration of ErSb, causing them to elongate in-plane along [-110] due to faster surface
diffusion along that direction. However, as will be shown in the next few paragraphs, it
is thermodynamically stable for the rod to split into two rods with octagonal cross sec-
tions than remain elongated in-plane. This is analogous to the growth front instabilities
that produce branching during eutectic solidification [75, 81]. The nanorods expand in
cross-section reaching 20 nm along the [-110] before bifurcating into two new branches,
which immediately begin to separate from each other as they grow. With the surface
balance of ErSb and GaSb restored, additional growth proceeds as in the case of the

vertical nanorod templates until the balance tips again.

Throughout the nanocomposite, the ErSb/GaSb interfaces remain atomically sharp
and completely epitaxial. The ErSb nanorods assume an octagonal cross-section with
a mixture of {110} and {010} facets as seen in the high resolution plan-view TEM
image [Figure 3.8(d)] and the STEM image (Figure 3.6). This faceting is observed for
both branched and unbranched nanorods. The octagonal shape of the rods contrasts
sharply with the more rectangular edges observed during the formation of the initial
ErSb islands [Figures 3.7(a) and 3.3]. The differences in faceting and elongation are
believed to result from differences in the thermodynamics of the two cases. For the
nucleation of ErSb islands on GaSb (001), the islands are a flattened platelet only 1.2
nm (4 ML) in thickness. The (001) growth surface is much larger than the sidewall facet

areas, and thus the surface energies of the sidewalls have a minimal contribution to the

60



total surface energy of the island. But once the ErSb begins to form vertical nanorods,
the surface area of its sidewalls become much larger than the area of the (001) growth

faces and quickly become the dominant contribution to the total surface energy.

The relative thermodynamic stability of the two observed geometries can be estimated
by assuming the rectangular geometry has only the observed {110} facets, the octagonal
geometry has an equal mix of {110} and {010} facets, and both nanorod geometries have
identical cross-sectional (001) areas and [001] lengths. Since ErSb readily wets the GaSb
(001) surface and GaSb overgrows the ErSb (001) sites within only a few monolayers,
the {010} surface energies for ErSb and GaSb are assumed to be roughly equal, i.e.
VErsb010 = YGaSh010 = ~'. The relative difference in surface energies for the GaSb {010}
and {110} planes is approximately Yaase.110 ~ (2/3)Ygasp.010 = (2/3)7 [82], while the rel-
ative difference in surface energies for ErSb is approximately vg,sp110 /= 3VErs010 = 37l
[83]. Because the ErSb-GaSb interfacial bonds are expected to be weak [84], the inter-
facial energy is approximated as the sum of the ErSb and GaSb surface energies. Using
a Wulff construction to calculate the energies of the sidewalls and ignoring the top and
bottom {001} planes, the relative free energies are found to be Goetagon = 0.70Gsquare-
Hence for a nanorod aligned along [001] the octagonal faceting is thermodynamically
more favorable than either a rectangular or in-plane elongated nanorod. These surface
energy arguments also explain why nanorods grown at higher temperatures tend to bi-
furcate into trees. Fast diffusion along [-110] at elevated temperatures causes the vertical
nanorods to begin to elongate along [-110]. However, this in-plane elongation along [-

110] is thermodynamically not favorable, hence the rods split/branch into two rods with
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octagonal cross section.

Thermodynamics plays an important role in determining which surface sites are en-
ergetically more favorable for newly deposited Er or Ga atoms to bond. The underlying
structure does not change once the ErSb bonds are formed, but it does appear to influ-
ence where newly deposited Er atoms prefer to bond. Prior to bifurcation, the nanorods
begin to expand in length along the [-110]. Continued growth increases the area of the
{110} sidewalls, which is energetically less favorable than splitting into two rods with
mixtures of {010} and {110} facets. Because the splitting occurs through the growth of
one atomic surface layer at a time, the bonding preferences of the surface sites to Ga and

Er must be influenced by the underlying structure.

Figure 3.9 shows a series of sequential STM images taken at different stages during the
formation of a Gag gErg 1Sb nanocomposite layer grown at 540 °C depicting the transition
from nucleated rectangular platelets to octagonal nanorods. After 3 nm of growth, the
codeposited nanorods appear as 1 ML deep pits [Figure 3.9(e)] consistent with the pits
observed during the initial nucleation of ErSb nanoparticles [Figure 3.7(b)]. The pitted
regions are terminated in the ¢(2 x 6) reconstruction, indicating GaSb coverage. Because
the STM is performed at room temperature, it is not certain as to whether this GaSh
overlayer exists during growth or forms during cool down of the sample; however the

areal density of the pits is consistent with the concentration of Er deposited.

The ErSb nanorods after 3 nm of growth are elongated along the [-110], but less rect-
angular in shape than the 0.6 ML islands. After 30 nm of growth, the nanorod regions

appear more symmetrical and more consistent with the plan-view TEM. After 500 nm
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Figure 3.9. Sequential plan-view STM images of a Gag gFErg1Sb (001) nanocomposite surface
grown by codeposition at 540 °C. (a) After 3 nm of growth, (b) a higher resolution image
after 3 nm of growth, (c) after 30 nm of growth, and (d) after 500 nm of growth. (e) Height
profile of the ErSb growth regions after 3 nm. (f) Schematic showing the basic surface structure
leading to the propagation of the ErSb nanorods in GaSbh. Reprinted with permission from [50].
Copyright 2013 American Chemical Society.
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of growth [Figure 3.9(d)], the nanorods become aligned along the [-110] indicating this
ordering develops over a series of branching events. The driving force for this order-
ing is not presently understood, although it is assumed to be strain related due to the
slight lattice mismatch between ErSb and GaSb. Note that in the related ErAs/GaAs
nanocomposite system, the measured lattice mismatch is actually larger than that pre-
dicted by Vegard’s law due to an expansion in the lattice parameter at the ErAs/GaAs
interfaces [85]. Hence interfacial strain is expected even for the ErSb/GaSh system, in

which the bulk ErSb and GaSb lattice parameters are nearly matched.

A schematic of ErSb nanorod propagation is shown in Figure 3.9(f) showing a 1-2
ML deep pit in the surface above each nanorod and a thin GaSb overlayer covering the
rods. Although the STM cannot measure the depth of the GaSbh overlayer, following the
GaSb overgrowth study in Figure 3.7(d,e), the GaSb overlayer is likely less than 10 ML
in thickness, otherwise the pitted surface would be completely filled and a smooth GaSb

surface would be recovered.

This surface mediated growth mechanism also explains the formation of the higher
Er concentration horizontal nanorods and nanosheets (Figure 3.6). For the horizontal
nanorods, as the Er concentration is increased beyond 10%, additional Er results in the
nucleation of more [-110] elongated islands on the surface. The increase in surface area on
the top and bottom {001} faces more than compensates for the increased area of {110}
sidewalls. As enough Er is supplied, the elongated islands coalesce and further reduce the
surface area of {110} sidewalls by forming a series of wires running horizontally along the

[-110]. This process is enhanced by an increase in the surface roughness, which results in
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decreased terrace width and increases the probability of Er adatom step edge attachment
over island nucleation on terraces. Atomic diffusion along the atomic step edge results
in GaSb and ErSb phase separation and the growth of horizontal ErSb nanowires by a

step-flow mode.

As growth continues, newly deposited Er forms ErSb on top of the underlying tem-
plate layers. The growth causes the area of the {110} sidewalls to increase and the
structures become less and less energetically content. The horizontal nanorods cannot
split as in the case of the branched structures, and eventually reach a thickness where it
becomes energetically unfavorable for them to support additional ErSb on the surface.
The surface/interface energies, in addition to the step flow growth process, cause the
structures become overgrown by GaSb, thus terminating as horizontal nanowires rather
than growing into vertically oriented lamella. The Er that would have bonded to these
nanorods instead bonds to other nanorods until they too reach a critical height and the
process continues throughout the growth. Based on the TEM images (Figure 3.6), the
critical height of the horizontal nanorods under these growth conditions is approximately

10 nm.

Further increases in the Er concentration cause a greater density of horizontal nanorods
to nucleate adjacent to each other. Thus at 50% Er the ErSb nanosheets (Figure 3.6)
result from the coalescence of horizontal nanorods, and the surface energy is mini-
mized since the structure contains only {001} faces. A filled states STM image of the
GagsErg5Sb (001) surface (grown at 500 °C) is shown in Figure 3.10. The surface is

characterized by elongated islands that are 3-4 nm along [110] and extend up to tens of
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Figure 3.10. Filled states STM image and tip height profile of a 50% ErSb sample
(Gag 5Erg5Sb) grown at 500 °C.
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nanometers along [-110], consistent with the direction expected for fast surface diffusion
along [-110]. These islands have step heights of approximately 3 A, or 1 monolayer.
The RHEED pattern showed an overall ¢(2 x 6) pattern (Figure 3.5); however due to
the surface roughness it was not possible to resolve the surface reconstructions by STM.

Therefore it is difficult to determine which of the regions are ErSb or GaSb-terminated.

To further explore the effects of composition another multilayer (250 nm Ga;_,Er,Sb
/ 100 nm GaSb) sample was grown at 500 °C for Er compositions from =z = 0.50 to
1.00 in steps of Ax = 0.05. Bright field TEM images of this sample are shown in
Figure 3.11, with the ErSb appearing as dark regions and the GaSb as light regions. For
0.50 < x < 0.70 the Ga;_,Er,Sb layers show a lamellar morphogy and the corresponding
RHEED patterns showed a very faint ¢(2 x 6) reconsruction. However for x > 0.70
the lamellae coalesce into more continuous bands of ErSh-like contrast and the surface
roughens dramatically with a rapid decrease in the intensity of the RHEED pattern. For
these very high Er compositions it is suspected that the Ga;_,Er,Sb may contain GaSbh
particles phase segregated from an ErSb matrix; however initial TEM images were not

sufficient to resolve different phases within these high Er composition layers.

3.4 Cross sectional STM of ErAs nanoparticles

The preceding sections used in-situ plan view STM to image the growth surfaces and
determine the mechanisms for ErSb nucleation on GaSb and phase segregation during

simultaneous growth of ErSb with GaSb. But often at the growth surface the ErSb
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Figure 3.11. Bright field TEM images for Gaj_,Er,Sb sample for x = 0.55 to 1.00.
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nanostructures of interest were buried under a thin layer of GaSb (Figure 3.9). In this
section we use cross sectional STM as a method for measuring the internal structure of

the related ErAs nanoparticles and nanorods embedded in a GaAs matrix.

The ErAs nanoparticle samples were grown on n-type GaAs (001) substrates in a
VG V80H system. The epitaxial layer sequence consisted of GaAs (001) substrate / 170
nm GaAs / 50 x (20 ML AlAs/20 ML GaAs superlattice) / 500 nm GaAs / 4 (N ML
ErAs/125 nm GaAs) / 500 nm GaAs, where N = 0.125, 0.25, 0.5, 1.0 (Figure 3.12).
Layers were grown at rates of 0.5 ML/s for GaAs and AlAs and 0.025 ML/s for ErAs
as calibrated by RHEED oscillations. All layers were grown with an As, overpressure, a

constant substrate temperature of 540 °C and constant Si doping of 5 x 10'® cm=3.

The nanorod samples were grown on n-type gallium-polar (114)A GaAs substrates
in a Varian Gen II system (growth by T. E. Buehl). The epitaxial layer sequence con-
sisted of a similar GaAs buffer layer and AlAs/GaAs superlattice, followed by a 500 nm
Gag.g4Erg oAs layer grown at 580 °C by codeposition of Er, Ga, and As. All layers had
a Si doping concentration of roughly 10*® cm™3. Further growth details of the ErAs

nanowires in GaAs(114)A are provided elsewhere [86, 87].

After growth, the samples were cleaved in ultrahigh vacuum to expose a clean {110}
surface and analyzed at room temperature in an Omicron variable temperature scanning
tunneling microscope. Figure 3.12 presents an overview of the STM images for ErAs
nanoparticles embedded in GaAs (001). All scans are made on the {110} surface at
negative sample bias (filled states). The AlAs/GaAs superlattice serves as a marker to

determine the position of the subsequent ErAs layers. The 1-2 ML thin clusters observed
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Figure 3.12. Schematic sample structure and filled states STM images of the {110} cleavage
plane. The sample consists of varying coverages of ErAs separated by 125 nm of GaAs on a
GaAs (001) substrate. Depending on their location relative to the cleavage plane, the ErAs can
appear as protruding particles, buried particles, or holes. The unlabeled arrows denote ErAs
sites. Reprinted with permission from [53]. Copyright 2011 American Institute of Physics.
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Figure 3.13. Filled states XSTM images of (a) protruding, (b) pulled-out, and (c) buried
ErAs nanoparticles grown on (001) GaAs. (d) Height profiles of the three particle sites. (e)
Histogram of the protruding and pulled-out particle lengths along [001] and (110). Reprinted
with permission from [52]. Copyright 2011 American Physical Society.

in the GaAs spacers and AlAs/GaAs superlattice are Si precipitates due to heavy doping

and are identical to those observed previously by cross sectional STM [88].

Figures 3.13(a-c) show higher magnification filled states XSTM images of the ErAs
nanoparticles in the low coverage limit of less than 0.5 ML. The vertical lines are As
atomic rows on the GaAs {110} surface. Since the {110} is not the rocksalt ErAs cleavage
plane, the particles tend not to cleave [89]. Instead, the particles remain stuck in one of
the cleavage surfaces and are pulled out of the other. This results in protruding particles
[Figure 3.13(a)] or holes due to missing particles [Figure 3.13(b)] in the cross-sectional

STM images. The corresponding height profiles are shown in Figure 3.13(d).
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A histogram of particle lengths for the protruding and pulled-out particles is shown
in Figure 3.13(e). The particles appear nearly spherical, with average lengths of roughly
2.4 and 2.3 nm along the [110] and [001] directions, respectively. The 2.4 nm length along
[110] is consistent with Kadow et al. [90], who measure a 2 nm diameter in the (001)
plane for particles grown at a similar temperature. Thus the particles are clearly within

the sub-3nm regime where hard-walled potential models predict a band gap [91].

A buried ErAs nanoparticle is shown in Figure 3.13(c), with the corresponding height
profile in Figure 3.13(d). Here we see a smooth profile 0.07 nm in height overlaid on the
atomic corrugation. This profile is Gaussian in shape with a standard deviation of o =
4.1 nm and full width at half maximum of 4.8 nm. The apparent height further reduces
from 0.07 nm to 0.05 nm when the sample bias is changed from -1.8 to -2.0 V. The small
apparent height (less than one atomic step) and strong bias dependence suggest that this
profile results from an electronic rather than a topographical feature. It is interpreted
to be a buried ErAs particle whose electronic states induce electronic changes in the
surrounding GaAs matrix, such as band bending or introduction of localized states into
the GaAs band gap. If we consider the effective diameter of the electronic contrast to be
roughly 20 = 8.2 nm, we find that this buried contrast is larger than the 2-3 nm diameter

of the particles themselves.

Large area scans of the four ErAs layers of varying coverage are shown in the top
panels of Figure 3.12. We find that with increasing ErAs coverage from 0.125 to 1.0 ML,
the density of ErAs particles within the GaAs matrix increases. In the 1.0 ML region a

step 1 ML in height is produced upon cleavage, and this step is likely due to the increased
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Figure 3.14. Plot of the particle density (number of particles per 100 nm) as a function of
ErAs coverage. At low coverages (0.125 to 0.5 ML), the number of particles increases while the
particle size remains roughly constant. The departure from linearity for coverages greater than
0.5 ML corresponds with the particles growing/elongating in the (001) plane. Reprinted with
permission from [53]. Copyright 2011 American Institute of Physics.

particle density. It also appears that for low ErAs coverages in the range 0.125 to 0.5 ML
the particles are nearly spherical (or cubic), with equal height and width in the [001] and
[110] directions, and at a larger coverage of 1.0 ML the particles begin to elongate in the
(001) plane. These results are consistent with TEM results by Driscoll et al [92] and plan
view STM by Schultz et al [76], who found that ErAs particles first embed themselves

3-4 monolayers in depth before extending laterally in the (001) plane.

Figure 3.14 shows a plot of the particle density (number of particles per length along
the layer) versus ErAs coverage. This plot was compiled by examining successive scan
frames from each ErAs layer (100 nm frame height) and counting the number of particles
in each frame. The number of particles N was then averaged over 5 successive frames (500

nm total length) for the 0.125 ML layer, and 10 successive frames (1 um total length)
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Figure 3.15. Filled states STM images of ErAs nanocomposites grown on (114)A GaAs
surfaces under conditions that produce oriented embedded nanorods. The rectangular boxes
in the figure show the location of the ErAs nanorods. The nanorods align along [112] and
are roughly 2 nm in diameter. The diagonal lines are As atomic rows aligned along [110].
Due to difficulties in cleaving high index plane substrates, several cleavage steps are produced.
Reprinted with permission from [53]. Copyright 2011 American Institute of Physics.

for the 0.25, 0.5, and 1.0 ML layers. The error bars represent the standard deviation
in N per frame. In the range 0.125 to 0.5 ML the plot is linear, in agreement with the
observation that in the low coverage regime, the number of particles increases while the
particle size stays roughly constant. For coverages larger than 0.5 ML the plot begins to
break from linearity and curve downward. By conservation, here the excess ErAs must be
contributing to increase the particle size, and this is consistent with observations that at
larger coverages, the particles begin to extend laterally in the (001) plane. Alternatively,

the increase in apparent size could be due to coalescence of individual particles.
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Cross-sectional STM studies were also performed on embedded ErAs nanorods grown
on (114)A GaAs (Figure 3.15). Like the nanoparticle samples, the nanorod samples
are also scanned on a cleaved {110} surface. Here due to the difficulty in cleaving high
index plane substrates, several cleavage steps are produced; however both the [110] GaAs
atomic rows and ErAs nanocomposites are still resolved. Due to the rough cleave it is
difficult to determine whether these nanocomposites are continuous nanorods or rows of
oriented nanoparticles, but previous cross sectional TEM work has suggesed that they
are in fact continuous nanorods [86]. Based on a measured angle of 52 + 5° between the
nanorods and the [110] atomic rows, the nanorods are found to be oriented along [112]
(54.7° expected angle, in the {110} cleavage plane), in good agreement with previous
TEM studies [86]. The nanorods have an average diameter on the order of 2-3 nm, also
in agreement with Ref [86]. Further studies are required to develop methods for cleaving

and obtaining higher resolution STM images of the ErAs nanorod/GaAs interface.

3.5 Conclusions

In summary, ErSb nucleates on GaSb(001) surfaces via an embedded growth mode,
which is strongly dependent on growth temperature. At high growth temperatures,
the high surface mobility of both Er and Ga adatoms leads to elongated nanoparticles
with a Ga-induced (1 x 4)/(4 x 1) surface reconstruction, and the surrounding GaSb
matrix remains smooth due to the step-flow re-growth of the displaced Ga. At low
temperatures, the reduced surface mobility of Er and Ga adatoms leads to smaller square

ErSb nanoparticles with a (1 x 1) surface periodicity, and the surrounding GaSb matrix
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roughens due to predominantly layer-by-layer re-growth of GaSb islands.

During codeposition of ErSh with GaSh, we showed that a wide range of new nanos-
tructures form including embedded ErSb nanowires with both vertical and horizontal
orientations, bifurcated nanotrees, and nanosheets. These ErSb nanostructures form
simultaneously with the GaSb matrix and have epitaxial, coherent interfaces with no
evidence of stacking faults or dislocations as observed by high resolution TEM. The
nanostructures form through a surface mediated growth mechanism and are not the re-
sult of a bulk phase separation mechanism. Growth is initiated with the formation of
ErSb nanoparticles that phase separate from the GaSb and form a template for nanorod
growth. A complex balance occurs at the surface of each nanorod as the ErSb and GaSh
compete to wet the surface and minimize the overall surface energy of the nanostruc-
tures. Changes in the growth conditions can alter this balance and produce significant
changes in the structure of the nanocomposite. The ease by which GaSb can wet the
structures allows the nanocomposite layers to be incorporated easily into heteroepitaxial
device structures allowing its conductive and photonic properties to be fully exploited,

in particular devices that exploit the large shape anisotropy.

In the last section we explored the use of cross sectional STM for imaging the internal
structure of ErAs nanoparticles and nanorods embedded in a GaAs matrix. Although
the preferred cleavage planes for rocksalt ErAs and zincblende GaAs are not matched,
{110}-type cleavage produced particles that protruded from the cleaved surface and could
readily be imaged by STM. This enabled clear identification of the ErAs nanoparticles,

which have been more difficult to distinguish in plan-view STM due to a roughening of the
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growth surface [76]. Moreover, cleaving produces nanoparticles with an exposed surface
that are not covered with a wetting layer of GaAs, enabling direct characterization of the
ErAs nanoparticle. This method would be especially useful for studies of the embedded
ErSb nanorods in GaSbh, which are covered with a thin wetting layer of GaSh on the
growth surface but could be exposed by cleaving a cross section. Cleaves of ErSh:GaSh
nanostructures have not yet been attempted but this could be an interesting area of

further exploration.

Finally, bias dependent STM measurements over shallow buried nanoparticles showed
that the spatial extent of electronic contrast was larger than the nanoparticles themselves,
suggesting band bending or perhaps interface-induced electronic states extend into the
GaAs matrix. Thus beyond imaging, the methods developed here enable local measure-
ments of electronic structure by scanning tunneling spectroscopy (STS), to be discussed

in the next chapter.
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Chapter 4

Electronic Properties of low
dimensional RE-V /I1I-V

nanocomposites

4.1 Introduction: quantum confinement and inter-

face effects

We now examine the effects of reduced dimensionality on electronic structure. Bulk
ErAs is a semimetal with a valence band maximum at I', conduction band minimum at X,
and I' — X band overlap of A = 700 meV.! The hole pockets at I" are spherical and have

As 4p character while the electron pocket at X is ellipsoidal and has Er 5d character

!Some of the work presented in this chapter has previously appeared in the following publications:
[51, 52].
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(91, 93, 94]. The calculated bandstructure, along with cross sections of the hole and
electron pockets are shown in Figure 4.1 (DFT-LDA bandstructure from Refs. [93, 94]).
Other RE-V materials such as ErSb, ScAs, Sc;_,FEr,As, GdAs, ErP, and GdP show
similar calculated bandstructures with I' — X overlap [95, 96, 97]. Detailed Shubnikov-de
Haas measurements of Sc;_,FEr,As films are consistent with the hole sphere / electron

ellipsoid description of the Fermi surface [59].

Quantum confinement is expected to alter the bandstructure of the RE-Vs. Consider
the example of a 2D quantum well, which in the simplest case can be modeled by a square

m2n2 2

well with infinitely high barriers. Here the subband energies are given by E, = 5 -=n

where L is the width of the well (film thickness) and n = 1,2, 3 indexes the levels. Indeed,
Shubnikov-de Haas measurements of Sc;_,Er,As(001) thin films showed that the carrier
density decreased with decreasing film thickness, and this was attributed to the creation
subbands [59]. Angle resolved photoemission spectroscopy (ARPES) measurements of
ErAs(001) films also saw evidence for confinement in that the perpendicular component
of the electron effective mass changed with film thickness [71]. Under this simple infinite
well model, the confinement-induced bandgap can be expressed as E,(L) = Ej (L) +
Ein(L) — A, where Ey /(L) are the ground state energies (n = 1) for electrons and
holes respectively [70] and A is the bulk band overlap. For ErAs this model predicts
that a bandgap should open for films of thickness 1.73 nm (6 monolayers, ML) or less
[69]. However, magnetotransport [69] and angle resolved photoemission spectroscopy
measurements [71] have shown that such films remain semimetallic for thicknesses as low

as 0.86 nm (3 ML). Clearly the model is an oversimplification as real barriers are not
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infinite or perfectly square.

For ErAs nanorods and nanoparticles the confinement effects are expected to be even
stronger, resulting from the reduced dimensionality of the nearly 1D nanorods and 0D
nanoparticles. ErAs nanoparticles embedded within GaAs exhibit optical absorption
peaks in the near infrared region [64], and one interpretation is that the absorption
results from transitions across a confinement-induced band gap [91]. Based on this inter-
pretation, Scarpulla et al. proposed a hard-walled finite-potential model that predicted
a gap opening for embedded ErAs nanoparticles with diameters of approximately 3 nm
[91]. However, given the failures of infinite potential model for ErAs thin films, this hard-
walled finite potential model has remained controversial. An alternative explanation is
that the nanoparticles remain semimetallic, with the absorption resulting from excita-
tion of surface plasmon resonances [64]. Similar semimetal to semiconductor transitions
have been suggested for ThAs nanoparticles based on pump-probe measurements [98]
and for ErSb and ErP particles based on scanning tunneling spectroscopy (STS) mea-
surements [74, 99]. However, in the latter STS measurements the ErSb and ErP samples
were exposed to air and were likely oxidized. Thus it remains on open question whether
many of the RE-V nanoparticles become semiconducting due to confinement. A direct

measurement of local electronic structure on clean samples is needed.

In this chapter we use angle resolved photoemission spectroscopy (ARPES) and in-
situ plan-view and cross-sectional scanning tunneling spectroscopy (STS) to measure the
electronic structure of ErAs and ErSh subject to varying degrees of reduced dimension-

ality. ARPES is used to study the momentum-resolved bandstructure of ErAs and ErSb
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Figure 4.1. (a) DFT-LDA bandstructure of ErAs. Adapted from Refs [93, 94]. (b) Schematic
of the bulk Brillouin zone (yellow) and surface Brillouin zone (grey). High symmetry points on
the surface Brillouin zone are denoted with overbars. The red sections denote the I' — K — X
and X — W — U planes through the bulk Brillouin zone. (c¢) Cross sections of the spherical hole
pockets at I' and ellipsoidal electron pocket at X in the bulk Brillouin zone.

thin films, from which we observe both three dimensional and two dimensional states that
cross through the Fermi level, keeping all films semimetallic. Then using plan-view and
cross-sectional STS, we directly measure the local electronic structure of ErSb and ErAs
nanowires and nanoparticles, showing that they too remain semimetallic. Using STS we
measure changes in the local density of states across the ErAs nanoparticle / GaAs in-
terface and propose that electronic states at that interface may prevent a bandgap from

opening.

4.2 ARPES of ErAs and ErSb films

Here we measure the in-plane (k,, k,) and out-of-plane (k,) band dispersions for

ErAs(001) films as a function of film thickness. Samples were grown by MBE on n-type
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GaAs(001) substrates and consist of a 500 nm GaAs buffer layer (Si doped with 10*®
cm™3) followed by the ErAs layer. The GaAs layers were grown at 580 °C and showed a
sharp (2x4) reconstruction by RHEED and the ErAs layers were grown at 350 °C and had
a (1x1) RHEED pattern. Growth rates were calibrated by RHEED intensity oscillations.
After growth the samples were capped with approximately 200 nm amorphous arsenic
(from an As, flux) to protect the surfaces from oxidation during subsequent transfer
through air. ARPES measurements were performed at beamline 14 of the MAX-Lab
synchrotron facility in Lund, Sweden. Upon reloading samples into ultrahigh vacuum
the arsenic cap was removed by annealing at 350 °C until a bright (1 x 1) LEED pattern
appeared. Removal of the cap was also confirmed by measurements of shallow core
levels. ARPES measurements were performed using synchrotron light at incident photon
energies from hr =15 to 160 eV in an analysis chamber with a base pressure of less
than 5 x 107! mbar. Unless otherwise noted all measurements were performed at room

temperature.

Figure 4.2 shows normal emission (k, = k, = 0) energy dispersion curves for ErAs(001)
films with thickness 10, 6, and 3 monolayers (3.35, 1.71, and 0.86 nm). In this orienta-
tion, varying the incident photon energy corresponds to traversing k, along the I' — X
direction in the bulk Brillouin zone [Figure 4.1(b)]. In the 10 ML film we observe clearly
dispersing bulk bands that disperse with k.. A binding energy minimum is reached near
a photon energy of hv = 105 eV, which we attribute to the bulk X point, and binding
energy maxima occur near hv = 65 eV and 150 eV, which we attribute to bulk I'" points.

At these T' points the bands cross through the Fermi level (binding energy of 0), hence
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Figure 4.2. Top: energy dispersion curves at normal emission photon energies from 15 to 155
eV in steps of Ahv =5 eV, corresponding to the bulk I' — X dispersion. The I" high symmetry
points are reached near photon energies of hv = 65 and 150 eV, while the X high symmetry
point is reached near hv = 105 eV. Bottom: in-plane dispersions for the 10, 6, and 3 ML
samples measured using a photon energy of hv = 65 eV, which corresponds approximately to
the bulk I'" at normal emission.
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the 10 ML film shows (semi-) metallic behavior. At high photon energies (hv > 50 eV)

the bulk dispersions are well fit with a free electron-like model of final states [47], i.e.

2m
ke =) S5 (Buncos® + U) " (4.1)

where Ey;, = hv — |Ep| — ¢, the emission angle # = 0 for normal emission, and we use
an inner potential of Uy = 19 eV. However, at lower photon energies the model identifies
a photon energy of 27 eV as the X point whereas the measured bulk X appears to lie
closer to hv = 40 eV and the low energy I' appears near a photon energy of 25 eV. The
failure of free-electron-like final states at low photon energy is likely due to the fact that

at low photon energies Fy;, is of similar magnitude as Uy [40].

The bulk dispersion is in general agreement with the calculated dispersion of valence
bands along bulk I' — X'; however, note that due to significant k, broadening it is difficult
to determine the exact binding energy positions of the bulk bands, much less resolve the
two bands that are expected to disperse to approximately 0.75 and 3 eV below the Fermi
level at X (Figure 4.1). The measured dispersion is also in good agreement with Komesu
et al [79], who measured ErAs(001) in normal emission over a smaller range of photon
energies (hv = 50 — 85 eV). Considering the calculated bandstructure, for a bulk-like
sample we would also expect to see conduction band states that cross the Fermi level
at bulk X. However, we do not observe this Fermi level crossing at X (hv =~ 105 eV).
The absence of this crossing may result from confinement along £, for the 10 ML film,
which would be expected to push the the conduction band minimum upwards. We also

observe a state at a binding energy of 3.7 eV that does not disperse in k, (marked with
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an arrow). This does not correspond to any of the expected bulk states and may be a

surface state.

The lower left plot in Figure 4.2 shows the in-plane I' — X dispersion for the 10
ML film measured at a photon energy of 65 e¢V. At normal emission (kj = 0, or T') this
corresponds to the bulk I' point, and from a projection onto the I'— K — W — X plane, the
surface I' — X direction corresponds approximately to the bulk I' — K direction [Figure
4.1(b)]. At normal emission the Fermi level crossing is clearly observed, and the bands
disperse downward to a binding energy of 2.5 eV at X. The measured dispersion is in
good agreement with the calculated I' — K from Figure 4.1. An inner band with steeper
dispersion is also observed, which may reflect the small-hole band that disperses to nearly

4 eV below the Fermi level between I' and K.

Surprisingly, measurements of the 6 and 3 ML films also yield bulk dispersing I' — X
bands that cross through the Fermi level at bulk I' (hv = 65 eV, lower middle and
lower right of Figure 4.2, photon energy dispersions in upper middle and upper right).
Previously, Ilver et al found that two dimensional states cross the Fermi level at M for
all film thicknesses [71], but here we find that there are also three dimensional states at I'
that cross the Fermi level and cause the thinnest films to remain semimetallic. The 3 ML
sample has the shallowest bulk I' — X dispersion and the smallest I' overlap at the Fermi
level, nonetheless it too has a Fermi level crossing. These results suggest that despite the
predictions of the simplest quantum confinement models, the ErAs films remain (semi-)
metallic. Note that at large photon energies, the spectral intensity near the Fermi level at

I' (hv = 150 eV) for the 6 and 3 ML samples is not as large as for the 10 ML sample. This
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likely results from a contribution from the GaAs buffer layer in the thinner samples since
at these high photon energies the photoelectron inelastic mean free path (approximately
1 nm) is of similar magnitude as the thickness of the ErAs films (1.71 and 0.86 nm for

the 6 and 3 ML films).

Figure 4.3(a-c) shows the in-plane dispersions along the I' — M direction for the 10,
6, and 3 ML samples (measured at hv = 30, 30, and 35 eV respectively). For all samples,
in addition to the Fermi level crossing at T', a state centered at M crosses the Fermi level
and disperses to a minimum of approximately 0.21 eV below the Fermi level. This state
has also been observed by Ilver et al, who observed a weak dependence of the depth of
dispersion on film thickness and attributed it to a quantum well state from confinement
along k, [71]. However, from our data the dependence on film thickness is unclear. The
M surface point corresponds to excitations along the W — X — W line of the bulk Brillouin

zone, and hence these states may be derived from the electron pocket at X (Figure 4.1).

For a clearer understanding of the M state we study its dependence on photon en-
ergy. Figure 4.3(d) shows energy dispersion curves at varying photon energy for the
6 ML sample. Here the emission angle was adjusted to hold the in-plane momentum
constant at M. The M state at a binding energy of 0.21 eV does not vary with photon
energy, and the corresponding in-plane dispersions at several photon energies are shown
in Figures 4.3(e-g), showing that the in-plane dispersions do not vary with photon en-
ergy. These observations indicate that the state is two-dimensional, in agreement with

the observations by Ilver [71].

We further examine the Fermi level crossings at M and T' by measuring their in-
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Figure 4.3. (a-c) In-plane dispersions along the M —T'— M direction for films of thickness 10, 6,
and 3 monolayers. (d-g) Bandstructure around the M symmetry point for the 6 ML ErAs(001)
film. (d) Energy dispersion curves as a function of incident energy. The polar emission angle
was adjusted such that the in-plane momentum was held constant (kj = M). (e), (f), and (g)

show the in-plane dispersions of the M state along the I' — M — T direction at photon energies
of 30, 49, and 111 eV.
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Figure 4.4. In-plane dispersions energy dispersions E(k / /) and constant energy surfaces
(kz,ky) for the 6 ML sample. (a) In-plane dispersions measured using a photon energy of
111 eV. (b) Constant energy map of (k;, ky) just below the Fermi level, measured using a pho-
ton energy of 111 eV. (c¢) Schematic of a constant energy surface at the Fermi level, showing the
2D elliptical electron pockets at M and the 3D spherical hole pockets at I'. At a photon energy
of 111 eV the second set of electron pockets at M is not observed (dotted), and is attributed to
a matrix effect. (d) In-plane dispersions measured using a photon energy of 30 eV. (e) Constant
energy map of (kg,k,) just below the Fermi level, measured using a photon energy of 30 eV.

(f) Constant energy map of kg, ky) at 300 meV below the Fermi level, measured using a photon
energy of 30 eV.
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plane symmetry along k, and k, for a fixed photon energy. Figure 4.4 shows dispersions
along the high symmetry I' — X and I’ — M in-plane directions and the corresponding
constant energy surfaces for the 6 ML sample. The top panels (a-b) are measured at
hv = 111 eV, which corresponds approximately to a plane that cuts through the bulk
X point (X — U — W plane in Figure 4.1). The bottom panels (d-f) were measured at
hv = 30 eV, which corresponds approximately to a plane cutting through the bulk T’

point (I' = K — W — X plane in Figure 4.1).

We begin with a discussion of the state at M. In the constant energy map just below
the Fermi level using hv = 111 eV photons [Figure 4.4(b)], these states appear as ellipses
that are oriented away from I'y of the central Brillouin zone and pointed towards the
zone center of the adjacent Brillouin zone I'y. These states are similar in shape to the
ellipsoidal electron pockets expected at the bulk X point (Figure 4.1). However, given
the (1 x 1) periodicity of the surface, one would expect that an additional set of ellipses
oriented towards the central Ty should also be observed [Figure 4.4(c)] (otherwise the
surface periodicity would be ¢(2 x 2) in reciprocal space). Indeed, when measured using
hv = 30 eV photons [Figure 4.4(e)] this second set of “missing” ellipses is observed. The
absence of the second set of electron ellipses at hv = 111 eV is likely a matrix effect.
In general, we observe both sets of ellipses at photon energies corresponding to near the
bulk T" point (hr = 30, 78, 150 eV) and only one set of ellipses for energies near the bulk

X point (hr = 111 eV).

These states are similar in shape to the ellipsoidal electron pockets expected at the

bulk X point (Figure 4.1), and by fitting their energy dispersions to parabolas we ex-
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Figure 4.5. Extraction of the effective masses. The direction k{ﬂiM corresponds to a vertical
slice through the M pocket in Figure 4.4(e).

tract in-plane longitudinal and transverse effective masses of mj,,, /mo = 1.28 £ 0.3 and
Mrans/Mo = 0.14 £ 0.03 (Figure 4.5). These values are in good agreement with the
X point electron effective masses of mj,,,/mo = 1.289 and mj,,,./mo = 0.176 calcu-
lated by GoW, [72], and also in good agreement with the 1.42 and 0.17 logitudinal and
transverse effective masses for Sc;_,Er,As(001) films extracted from Shubnikov-de Haas
measurements [59]. Note that in the bulk, only one spheroidal electron pocket exists at
X and it points towards the bulk I', while in this surface measurement we observe two
electron pockets at each M, one pointed toward and one pointed away from I'. This
likely results from the stacking of bulk Brillouin zones and the projection of these bulk X
ellipsoids onto the surface: in such a (001) stacking of bulk Brillouin zones the ellipsoids
alternate direction with each layer. Hence in our ARPES measurements we observe two
sets of ellipses, one towards and one away from the zone center, and these states are two-
dimensional due to the confinement in the k&, direction. Our electron effective masses are
also in good agreement with the mj,,../mo = 0.2 and mj,, /mo = 1.1 extracted from

ARPES measurements by Ilver et al [71].
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We next discuss the bulk bands at I'. In Figure 4.4(a), the photon energy of 111 eV
corresponds to a k, value in the X — U — W plane of the bulk Brillouin zone. Here the
T — M direction maps onto the bulk X — W, and the measured sharp dispersion from
a binding energy of about 1 eV at T to 3 eV part way towards M is in good agreement

with the sharp dispersion calculated along bulk X — W (Figure 4.1).

Figure 4.4(d) plots the high symmetry in-plane dispersions measured using 30 eV
photons. When measured at a photon energy of 30 eV, this corresponds approximately to
a k. value near the bulk I', and hence the k,, values lie approximately in the I'= K -V - X
plane. However, note that from the normal emission scans at varying photon energy in
Figure 4.2 it is difficult to determine the exact position of the low photon energy I" point.
Along the I — M direction, which projects onto the bulk I' — X, we observe a band that
disperses downwards to about 1.2 eV binding energy before turning up and reaching a
local maximum at M. In contrast, in the calculated bulk bandstructure along I' — X
there are two bands, one that disperses to a shallow minimum of roughly 0.7 eV at X, and
the other that disperses to a deeper local minimum of approximately 3 eV before turning
up to a local maximum at X. The qualitative shape of the measured band is closer to
the latter; however the depth of dispersion is much smaller than 3 eV. This discrepancy
may be caused by confinement along k., which would push bands up. Alternatively, the
discrepancy could arise from the fact that the k, value corresponding to hv = 30 €V is

slightly off from bulk T'.

We also observe a number of additional states at I' that are not expected from the

bulk bandstructure calculation. These states likely result from a folding in of the bands
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Figure 4.6. ARPES measurements for ErSb(001) and GdAs(001). (a and b) Constant energy
surfaces through the Fermi level for ErSb and GdAs respectively. (c) In-plane dispersions for
the elliptical M state for ErSb.

along I' — X due to the finite thickness of the 6 ML film.

Figure 4.4(e) and (f) show constant energy contours just below the Fermi level and
at 300 meV below the Fermi level respectively. The bands at I just cross the Fermi level,
and in the slice 300 meV below the Fermi level we resolve the shape of the hole pockets
near the bulk I' point. Here the hole pocket has 4-fold rotational symmetry and is in

good agreement with the calculated hole pockets from Figure 4.1.

Preliminary ARPES measurements for 10 ML ErSb films grown on GaSb(001) and
GdAs films grown on GaAs(001) show similar behavior as the ErAs films. ErSb films
exhibit two dimensional elliptical electron pockets at M that do not disperse with photon

energy [Figure 4.6(a,c)], and we extract effective masses of mj,, /mo = 1.50 £ 0.3 and
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My ans/Mo = 0.15£0.03, comparable to that of the ErAs films. Measurements at normal
emission for varying photon energy also show bands with bulk I' — X dispersion that
cross the Fermi level at I'. Similarly, for GdAs films we also observe the elliptical states
centered at M [Figure 4.6(b)] and states with bulk I' — X dispersion that cross the Fermi

level at I'. Hence at 10 ML, ErSb and GdAs also remain semimetallic.

In summary, despite the predictions of confinement models, ErAs films down to a
thickness of 3 ML remained semimetallic. In each of the samples two types of states
were observed: bulk dispersing bands at I' and two-dimensional states at M. The former
result from bulk dispersions along the bulk I' — X direction, and the latter result from a
projection of the states at X. The RE-Vs ErSb and GdAs show a similar bandstructure

as ErAs, and they too are semimetallic for thickness 10 ML.

4.3 Scanning tunneling spectroscopy of ErSb and ErAs

nanoparticles and nanorods

In the previous section we showed that no bandgap and the thinnest ErAs and ErSb
films remain semimetallic. But perhaps confinement to 1D or 0D may be sufficient to
open a gap. Here we use scanning tunneling spectroscopy to measure the local elec-
tronic structure of ErAs nanowires grown on GaAs(114)A, ErAs nanoparticles grown on

ErAs(001), and ErSb nanoparticles of various sizes grown on GaSb(001).

We first examine the cleaved ErAs nanowires on GaAs(114)A and ErAs nanoparti-

cles on GaAs(001) from Figures 3.13 and 3.15. Scanning tunneling Spectroscopy (STS)
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measurements were performed in an Omicron VT-STM by interrupting the feedback
and simultaneously measuring the tunneling current (I) and the differential conductance
(dI/dV) as a function of voltage (V) at specified points on the {110} surface. The con-
ductance was measured using a lock-in amplifier with a 30 mV, 1.3 kHz modulation
on the tip-sample bias. In order to amplify the conductance signal and gain a greater
dynamic range, spectroscopy measurements were performed in variable gap mode [100].
To remove the tip-sample distance dependence, dI/dV was normalized by the absolute
conductance 1/V, which we have broadened by convolution with an exponential function
in order to avoid divergence at the band gap [100]. After normalization, the quantity
(dI/dV)/((I/V)) is proportional to the local density of states (LDOS), where the sample

voltage corresponds to energy, in eV, referenced to the Fermi level [100].

Figure 4.7(a) shows normalized dI/dV spectra for the GaAs matrix (black) and pro-
truding ErAs nanoparticles (red). Both spectra were measured on the ErAs/GaAs(001)
nanoparticle sample from Figure 3.13, for which the nanoparticles had averaged diameters
of 2.3-2.4 nm, below the 3 nm diameter where the hard walled potential model predicted
a band gap [91]. A dI/dV spectrum for a cleaved ErAs nanorod grown by codepostion
on (114)A GaAs is also shown (blue, see Figure 3.15 for image). The ErAs nanoparticle
and GaAs matrix curves are averaged over at least 20 individual spectra, and the ErAs
nanrod averaged over 10 spectra. In the GaAs spectra a clear band gap extending from
-1 to 0.8 V is observed. Because of tip-induced band bending the measured band gap of
1.8 eV is larger than the true band gap of 1.4 eV, consistent with previous STS studies

[101]. Additionally, despite the heavy n-type doping (5 x 10'® cm™? Si) the GaAs Fermi
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Figure 4.7. (a) Averaged differential conductance for protruding ErAs nanoparticles (red),
nanorods (blue), and the GaAs matrix (black). The GaAs matrix spectrum was taken from
the nanoparticle sample. (b) Tunneling I(V) point spectra for the GaSb matrix and for ErSb
nanoparticles with in-plane dimensions of 3.3 nm x 3.3 nm, 5.3 nm X 7.0 nm, and 8.0 nm X
17 nm and a constant thickness of 4 atomic layers (1.2 nm) These dimensions correspond to
growth temperatures of 450, 500, and 540 °C respectively. Reprinted with permission from [52].
Copyright 2011 American Physical Society.

level is pinned near midgap, which is often observed for metal-GaAs interfaces [67, 102]

and for cleaved surfaces due to atomic steps [103].

The ErAs nanorod and nanoparticle dI/dV shows no evidence of a band gap. In-
stead, the dI/dV (LDOS) for both samples exhibit a sharp but finite minimum at the
Fermi level, indicating that both the nanorods and nanoparticles are semimetallic. This
curve is qualitatively similar to density functional theory (DFT) calculations for the bulk
ErAs density of states [93]. Additionally, spectra measured directly over buried particles
[Figure 3.13(c)] are nearly identical to spectra measured over protruding particles [Figure
3.13(a)]. Thus the observed semimetallic behavior is not induced by cleavage defects or
the vacuum interface, but is instead a feature of the particles themselves. These measure-
ments suggest that the previously observed near-IR optical absorption [64] is probably

not due to optically driven electron-hole excitations, but instead results from the excita-
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tion of surface plasmons. This lies in direct contrast with the simple hard-walled finite
potential model, which predicts that 2.3 nm spherical particles should have a band gap

on the order of 0.5 eV [91].

ErSb nanoparticles nucleated on GaSb(001) show similar behavior, even as a function
of decreased nanoparticle size. Figure 4.7(b) shows tunneling current point spectra I(V)
for ErSb nanoparticles grown at 540, 500, and 450 °C and for the surrounding GaSb
matrix. These temperatures correspond to ErSb nanoparticles with average in-plane
dimensions of 8.0 nm x 17 nm, 5.3 nm x 7.0 nm, and 3.3 nm x 3.3 nm, with a constant
out-of-plane depth of 4 atomic layers (1.2 nm). Each spectrum was averaged over 15-20
individual nanoparticles or locations within the GaSb matrix. The STS spectra from
the surrounding GaSb (bottom curve), contains a region extending from approximately
-0.3 V to 40.3 V with zero tunneling current consistent with the expected band gap
of GaSb. The Fermi level (V=0) is found to be mid-gap, in contrast with the p-type
character expected for Si-doped GaSb [104]. The mid-gap position is likely a result of

surface Fermi level pinning.

For the largest ErSb particles grown at 540 °C there is a clear overlap between valence
and conduction bands with no discernible band gap, which is consistent with semimetallic
ErSb in the bulk limit. For the smaller particles, both those grown at 500 °C and those
at 450 °C, simple quantum confinement models predict a gap should start to open [91].
Despite these predictions, STS measurements show there are still overlapping valence and
conduction bands and no sign of a band gap opening. The ErSb nanoparticles remain

semimetallic down to the smallest particles (3.3 nm x 3.3 nm) that could be nucleated
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on GaSh.

One caveat to the analysis is that in addition to the lateral dimensions of the ErSb
nanoparticles, the surface termination may be expected to affect the nanoparticle LDOS.
As noted in the previous chapter, for growth at 500°C and higher the (1 x 4)/(4 x 1)
surface termination of the ErSb nanoparticles has been attributed to a sub-monolayer
coverage of Ga that rides on top of the ErSb nanoparticles [Figure 3.3(c) inset], whereas a
(1 x 1) surface periodicity is observed for Ga-free ErSb surfaces [Figure 3.3(b) inset]. The
bonding of the residual Ga (or GaSb) on the ErSb surface is not known, and from the ST'S
spectra the effect of residual Ga on the nanoparticle LDOS remains unclear. However,
the fact that the even the smallest ErSb nanoparticles grown at low temperature, which
show a (1 x 1) surface periodicity and are Ga-free, have semimetallic LDOS suggests that
the ErSb nanoparticles themselves remain semimetallic. Hence the semimetallic behavior

is likely not Ga-induced.

4.3.1 Effect of ErAs/GaAs interfaces

The local electronic features across the interface between the RE-V nanoparticles and
IT1-V matrix may influence the nanoparticle electronic structure. Recall that the buried
ErAs nanoparticle from Figure 3.13(c,d) showed a region of electronic contrast whose
spatial extent was larger than the nanoparticle itself. Thus electronic states from the

ErAs or interface states may extend into the GaAs matrix.

Figure 4.8(a) shows a series of individual normalized dI/dV spectra starting at a

point directly on top of a nanoparticle and moving in steps of 1.3 nm along the [110]
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Figure 4.8. (a) Individual differential conductance spectra at varying points directly on top of
a particle (0 nm) and moving in steps of 1.3 nm into the GaAs matrix (3.9 nm). (b) Calculated
energy gap vs ErAs particle diameter. Inset shows schematic of the modified confinement model.
Reprinted with permission from [52]. Copyright 2011 American Physical Society.

direction into the GaAs matrix. Directly on top of the ErAs particle (0 nm) and near
the particle edge (1.3 nm) the spectra retain the finite minimum at the Fermi level,
consistent with semimetallic behavior. In both curves there is clear evidence of an extra
state, not derived from bulk GaAs or ErAs, at 0.2 eV, indicated by an arrow. Moving
across the ErAs/GaAs interface to a distance of 2.6 nm, which is roughly 1.4 nm into the
GaAs matrix, the state at 0.2 eV begins to decay and the minimum at the Fermi level
broadens; however there are still states within the GaAs band gap close to the particle.
These states continue to decay and the bulk GaAs DOS is recovered near a distance of
3.9 nm from the particle center. This 3.9 nm decay radius is in good agreement with
the 0 = 4.1 nm radius of electronic contrast for the buried particle observed by XSTM

[Figure 4.8(c)].

These states within the band gap, and, in particular, the state at 0.2 eV that decays

with distance into the GaAs matrix, may result from interface states. Note that the state
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at 0.2 eV does not appear in DFT calculations for bulk ErAs [93] or in photoemission
spectra of continuous ErAs films [79]. But for ErAs/GaAs interfaces, DFT calculations
predict the existence of interface states for both (001) [67, 105] and (110) planar interfaces
[105] at positions within the GaAs band gap. These states arise from differences in
bonding and coordination across the ErAs (rocksalt) / GaAs (zincblende) interface, and
they peak at the interface and decay into the GaAs matrix, just as observed in our XSTS
measurements. Here the decay occurs primarily into the GaAs side because in the case of
a semimetal /semiconductor interface, the interface states correspond to extended states

from the semimetal ErAs side [105].

These interface states may be responsible for preventing the opening of a band gap.
For ErAs thin film superlattices on (001) GaAs, DFT calculations by Said et al. show
that ErAs/GaAs interface states persist even with reduced ErAs film thickness, and their
positions at and near the Fermi level prevent a gap from opening [106]. Additionally,
tight binding calculations for GdAs/GaAs superlattices by Xia et al. [96] identify a
heavy hole interface band along the I' — X dispersion that curves up and turns into a
conduction band. This partially filled interface band prevents GdAs/GaAs superlattices
from turning into a semiconductor, and Xia et al. argue that the same may be true for

ErAs/GaAs planar superlattices.

Similar mechanisms may prevent ErAs nanoparticles from opening a band gap; how-
ever for the case of embedded nanoparticles, the interfaces are more complicated than

the simple (001) and (110) planar interfaces.

A potential effect of the observed interface states is to effectively reduce the size of the
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confining potential over some length scale into the GaAs matrix. Following Scarpulla et
al. [91], we begin modeling the confinement using a spherically symmetric step potential
whose height is given by the energy differences in the band extrema for GaAs and ErAs
[Figure 4.8(b) inset]. The potential height for holes is Uy, = I'vg gras — ['vB,caas = 1.03
eV and for electrons is Uy, = XcB.Gaas — XoB,gras = 1.47 V. Note we used the room
temperature band gap for GaAs, whereas Scarpulla et al. used the 0 K band gap. Our
effective masses were mj /mg = 0.5 (0.235) and m} x/mg = 0.32 (0.25) for GaAs (ErAs)

[91].

We next apply two modifications to the finite-step potential model to include (1)
the effects of interface states and (2) many-body effects [Figure 4.8(b) insert]. In the
first modification we model an interface state as an intermediate step in the confinement
potential with energy FE;,; and spatial extent d;,;. From XSTS measurements this state
is located at approximately F;,; = 0.2 eV above the Fermi level, and from DFT [105]
and XSTS we find that the state is highly localized at the interface with width on the
order of diy = ageas (lattice constant of GaAs, 5.65 A). The resulting interface step
potential has the form Use,(r) = 0 for r < a, Usiep(r) = Upint for a < r < a + djpe, and

Ustep(r) = Up,e/n, for r > a+dips, where a is the radius of the spherical ErAs nanoparticle.

To model many-body effects at the interface we note that the semimetallic nature of
bulk ErAs, and the potential presence of surface plasmons at the ErAs/GaAs interface,
motivate a Thomas-Fermi-like screening of the confining potential of the form Usepeen (1) =
1 for r < a and Usereen(r) = —exp|—kesr(r —a)] + 1 for 7 > a, where ks is the

effective screening wave number. For an electron density of 5 x 10'® cm™3 the Thomas-
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Fermi wave number is 3.57 nm™!, and we use this to guide the order of magnitude of

the screening wave vector: ke = 1 nm~!.

The total confinement potential is given
by Usotate/n() = Ustepe/n(T)Usereen(r), where we have adjusted Up;p such that after

multiplying by the screening, Usotat,e/n(@ + dint) = Eine [Figure 4.8(b) insert).

We next solve the Schrodinger equation in spherical coordinates to find the band shifts
of occupied electron and hole states subject to this confining potential. The confinement-
induced ErAs band gap is given by E,(a) = E.(a) + En(a) — A. The results for the

modified model with interface states and screening are shown in Figure 4.8(b).

We find that compared to the simple hard-walled step-potential model, the presence
of features associated to interface states and metallic screening provides a strong modifi-
cation to the predicted confinement-induced gap opening. With these effects, at 2.3 nm
diameter the particles are predicted to remain semimetallic, consistent with our XSTS
measurements. Furthermore, when solved for a 2D thin film, the interface and screening
model predicts that ErAs films should remain semimetallic down to a critical thickness
of 0.15 nm. This 0.15 nm thickness is much less than the 1 ML (0.287 nm) physical limit,
indicating that ErAs thin films will in fact never become semiconducting, consistent with

previous experimental [69, 71] and DFT [96, 106] work on ErAs and GdAs thin films.

Our analysis clearly demonstrates that the choice of the form of the confining po-
tential has a strong effect on the predictions of simple one-electron confinement models.
Our results also highlight the importance of including physically motivated features of
the interface electronic structure in modeling the subtle effects of quantum confinement,

especially in systems where differences in bonding and crystal structure across the in-
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terface lead to highly localized interface states. However, we caution that the results of
such simple models are strongly dependent on the choice of parameters. For example, a
choice of k.;y = 0.5 nm™! instead of 1 nm™! with the same values of Fj,; and d;,; yields
a band gap opening at 1.5 nm diameter instead of roughly 2.2 nm. Thus while these
modifications may capture more of the complex interfacial physics, they also motivate
future theoretical work of fully atomistic and parameter-free calculations to provide a

truly quantitative understanding of the effects of quantum confinement in ErAs/GaAs.

4.4 Conclusions

In summary, we have shown that ErAs and ErSb nanostructures embedded within
a semiconductor matrix remain semimetallic down to their smallest dimensions. In the
case of ErAs(001) films, ARPES measurements showed that films with thickness 10, 6,
and 3 monolayers all have bulk I' — X dispersion. While these dispersions are shallower
for the thinner films, in all cases there is a Fermi level crossing at I', keeping the films
semimetallic. Additionally, we observe two dimensional states at the M points of the
surface Brillouin that cross through the Fermi level. These states are ellipsoidal and dis-
perse to a minimum of approximately 0.21 eV below the Fermi level, roughly independent
of film thickness. The M states are likely derived from the ellipsoidal electron pockets
at the X point of the bulk Brilluoin zone, and the electron masses along the transverse
and longitudinal directions agree well with DFT calculated effective masses at bulk X,
as well as the masses extracted from Shubnikov-de Haas measurements of Sc,Er;_,As

films. Initial measurements for ErSb(001) and GdAs(001) films show similar behavior,
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with bands crossing the Fermi level at bulk I' and ellipsoidal electron pockets at M.

For ErSb and ErAs nanowires and nanoparticles, scanning tunneling spectroscopy
was used as a spatially resolved probe of the density of states. Using cross sectional STS,
we find that both ErAs nanowires grown on GaAs(114) and ErAs nanoparticles grown on
GaAs(001) have a semimetallic density of states, with a finite minimum at the Fermi level
and no evidence of a gap. Note that these ErAs nanoparticles were of dimensions below
where simple quantum confinement models predicted the opening of a gap. Similarly,
ErSb nanoparticles measured by plan view STS also showed semimetallic behavior, even

down to the smallest 3.3 x 3.3 x 1.2 nm? particles that could be nucleated.

The data strongly suggest that previously observed optical absorption in ErAs:GaAs
and ErSb:GaSb nanocomposites is due to surface plasmon resonances and that the sim-
ple hard-walled potential model does not provide an accurate description of quantum
confinement for embedded ErAs/ErSb nanoparticles. For the ErAs particles, tunneling
spectroscopy shows a state at 0.2 eV above the Fermi level that decays with distance
across the ErAs/GaAs interface, and we attribute this to an interface state. We have
shown that small changes to the model potential, motivated by the presence of interface
states and metallic screening, strongly modify the predictions of the model and provide
agreement with measurements, demonstrating the importance of considering the atom-

istic and electronic structure of the interface itself.

The electronic structure characterization methods developed in this chapter could be
extended to the study of many of the other rare earth monopnictides. Sparked by interest

in thermoelectrics and plasmonics applications, the field of embedded rare earth monop-
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nictides continues to expand and now includes CeAs [107], TbAs [61], LuAs [108], LaAs
[109], and others. In the case of ThAs embedded in GaAs, pump probe measurements
suggest that these particles become semiconducting for diameters of several nanometers
[98]. Scanning tunneling spectroscopy would be a nice complement to the pump probe

measurements and provide a direct measure of the LDOS.

More broadly the preserved metallicity of the embedded nanostructures, in addition
to control of the size and shape demonstrated in the previous chapter, enables the design
of highly tunable plasmonic, metamaterial, spintronic, and other “active metal” devices.
One study has already made use of the semimetallic and anisotropic nature of embedded
ErSb nanorods for use in polarization filtering [55]. The suite of applications could be
expanded to look at embedded semimetallic wires as interconnects, or use the anisotropy

as a parameter for tuning the thermoelectric figure of merit.

104



Chapter 5

Growth of Semiconducting Half

Heuslers

5.1 Introduction to Heuslers

The Heusler compounds are a large class of ternary intermetallics with several hundred
members. They have composition X,Y Z (Full Heusler) or XY Z (Half Heusler), where X
and Y are transition or rare earth metals and Z is a p-block metal, and they crystallize in
the L2;(Full) and C1, (Half) crystal structures respectively (Figure 5.1)." These crystal
structures consist of four interpenetrating fcc sublattices with element Z at Wyckoff 4a
(0,0,0), Y at 4b (1/2,0,0), and X at 4c (1/4,1/4,1/4). In the Full Heusler a second X’
sublattice resides at 4d (3/4,1/4,1/4), while in the Half Heusler structure this sublattice

is unoccupied. The Half Heusler structure can also be described as a “stuffed zincblende”

1Some of the work presented in this chapter has previously appeared in the following publications:
[110, 111].
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Figure 5.1. (a) Crystal structures for the Full and Half Heusler compounds. (b) Periodic table
depicting the wide range of compositions. The occupancies for elements X, Y, and Z in the
Full and Half Heusler structures are color coded.

[112, 113] or “stuffed rocksalt” [114] structure, as the XZ and XY sublattices form a

zincblende structure while the Y Z sublattice forms a rocksalt structure.

These compounds offer a wide range of tunable electronic and magnetic properties
not often found within a single materials family. Historically the Full and Half Heuslers
have been most studied for their properties associated with metallic behavior [115, 116],
including ferro- and antiferromagnetism [113, 115], shape memory effect [10, 117], and
magnetocaloric effect [118]. Superconductivity [119, 120] and heavy fermion behavior [9]
have also been reported in some of the Half Heuslers. But more recently it has been
realized that some of the Half Heuslers can exhibit properties associated with bandgaps.
This includes semiconducting behavior [6, 112, 114, 121], for which a bandgap exists at
the Fermi level for both spin up and spin down electrons, half-metallic ferromagnetism
[7], for which a gap exists for one spin while the other spin bands are partially occupied,
and predicted topological insulators [11, 12], for which a gap exists for both spins in the

bulk but the surface has metallic states due to band inversion.
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Regarding semiconductors, many of the Half Heuslers with 8 or 18 valence electrons
per formula unit show semiconducting-like transport properties [121] despite being com-
posed entirely of metals. Density functional theory calculated bandgaps range from a few
hundred meV to just over 1 eV, and some of the prototypical examples include NiTiSn
and CoTiSh. In the simplest picture, this 8 (or 18) valence electron condition corresponds
to completely filled bands [(d'?)s?*p®], implying insulating behavior [6, 122]. The states at
the conduction and valence band edges have strong d character [114, 123], and hence many
of the semiconducting Half Heuslers have large Seebeck coefficients [124, 125]. Further-
more, the Half Heuslers can be readily alloyed into quaternary, quinternary, or higher
order compounds (e.g. Ni(Tig5%rg25Hfo25)(Sno.g0sSbo.0o2) [126]) or alternatively have
secondary phases precipitated to enhance phonon scattering. These two factors, large
Seebeck and the enhanced photon scattering, have made semiconducting Half Heuslers
a promising material for high figure of merit thermoelectric applications [124, 125, 127].
But most studies have focused on alloying for thermoelectrics, and very little experi-
mental work has investigated fundamental electronic bandstructure of the parent ternary

compounds.

Other Full and Half Heuslers, in particular the Half Heuslers with 22 valence electrons
per formula unit, are predicted to be half metals in which the bandstructure resembles
a metal for one spin and an insulator for the other spin. In principle, such compounds
have 100% spin polarization at the Fermi level and hence show great promise for spin-
tronics applications. Examples of predicted half metals include the Half Heusler NiMnSh

and the Full Heusler CooMnSi. However, experimentally many of these predicted half

107



metals have spin polarization less than 100%, presumably due to defect states within the
minority spin gap [128]. Furthermore, although the bulk materials may be predicted to
be half metallic, the spin polarization at surfaces and interfaces is highly sensitive to the
surface/interface composition and is generally less than 100% [13, 129, 130, 131, 132].
Therefore, understanding and controlling the surfaces and interfaces is of vital impor-

tance.

Finally, topological insulators are a subset of the 8 or 18 valence electron semicon-
ducting Half Heuslers in which there exists a bandgap in the bulk, but due to strong
spin-orbit coupling there exist metallic surfaces states that are “protected” by time re-
versal symmetry [11, 12]. These metallic surface states are robust against backscattering
and are promising for applications in dissipationless transport, spintronics, and fault-
tolerant quantum computing [38]. However, the existence of topological states in a Half
Heusler has not yet been verified experimentally [133]. Additionally, as with the trivial
(non topological) 18 valence electron Half Heuslers, many of these samples do not show

clear evidence of a bulk bandgap.

5.1.1 Why semiconducting Half Heuslers?

In each of these cases a fundamental understanding of the electronic bandstructure,
in particular the origin of the bandgap, is key to understanding the properties and im-
plementing these Half Heuslers in devices. Hence it is important to first understand the

simplest case: the semiconducting Half Heuslers.

A number of theory papers have investigated the electronic bandstructure of semicon-
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ducting Half Heuslers; however, controveries exist regarding the origins of the bandgap.
In one description the bandgap arises from the covalent character of the X Z zincblende
sublattice [112, 122, 123]. Here it is argued that the most electropositive element Y
transfers its electrons to the more electronegative X and Z to form a covalently bonded
zincblende sublattice [X Z]"~ that is “stuffed” with positive ions Y"*. For CoTiSb this
would correspond to [CoSb|*~ stuffed with 744", Here the [CoSb]*~ sublattice is isoelec-
tronic and isostructural with zincblende GaSb, and the resulting CoTiSb is semiconduct-
ing. This simplified picture implies formal electron occupancies of d° for Y, d'° for X,

and s2p° for Z.

An alternate description highlights the stability of the YZ rocksalt sublattice and the
symmetry breaking of element X. Calculations by Ogut and Rabe, using pseudopotentials
and the local density approximation (LDA), for NiZrSn (X = Ni, Y = Zr, Z = Sn) show
that the valence band maximum at I' had strong Zr d character, and along the I' — X
direction these Zr d states hybridize strongly with Sn p states [114]. They propose that
the bandgap arises from a combination of the high stability of the ZrSn rocksalt sublattice
and symmetry breaking imposed by the Ni sublattice [114]. This description is in general

agreement with subsequent LDA and GGA calculations by Larson et. al. [134, 135].

In practice, experimental verification of the bandstructure of Half Heuslers and the
origins of the bandgap has been limited by the quality of the samples. Most samples to
date have been in bulk polycrystalline form, and hence are not suitable for direct mea-
surements of the momentum (k) resolved bandstructure. Furthermore, despite modest

calculated bandgaps of up to 1 eV for some of the semiconducting Half Heuslers, ex-
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perimentally most samples have behaved more like poor metals in transport with weak
temperature dependence on resistivity, high carrier density (typically n > 10?° cm™3), and
low carrier mobility (< 100 cm?/Vs) [136, 137, 138, 139, 140, 141]. This has largely been
attributed to defects and deviations from stoichiometry [14, 114, 142]. But growths of
bulk single crystalline NiTiSn by the flux method show marked improvements in trans-
port properties [16]. Recently there also have been reports of NiTiSn film growth by
sputtering [143], opening the way to direct application in epitaxial devices. However the
sputtered samples showed lower mobility and higher background carrier densities than
the best bulk grown counterparts, likely due to sputter induced damage and challenges
in controlling the composition. Hence a method of growing high quality single crystalline

films epitaxially is needed.

Our approach is to use molecular beam epitaxy to grow semiconducting Half Heusler
thin films. MBE is a method for growing high quality single crystal films with atomic level
control of surfaces and interfaces. Furthermore it is a low energy deposition technique
and hence produces films with fewer defects than sputtering. MBE has shown success
in growing high quality films of the magnetic Full Heuslers, e.g. Co,MnSi, NisMnlIn,
NisMnGa, and the Half Heusler NiMnSb, demonstrating the importance of controlling the
ordering, interface stoichiometry, and thickness and their effect on magnetic properties

[13, 144, 145]. However, no work has yet explored semiconducting Half Heuslers by MBE.

In this chapter we demonstrate the first epitaxial growth of single crystalline CoTiSb
and NiTiSn films by MBE. CoTiSb and NiTiSn are two prototypical semiconducting Half

Heuslers with 18 valence electrons per formula unit and indirect I' — X bandgaps of 1 and
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Figure 5.2. DFT-GGA bandstructure calculations for NiTiSn and CoTiSb, adapted from Refs.
[14] and [146] respectively. The irreducible representation of the states at I" for CoTiSbh are
labelled to the right.
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0.5 eV respectively (from DFT-GGA [14, 146], Figure 5.2). These compounds are also
the parent compounds some of the highest figure of merit Half Heusler thermoelectric
materials, e.g. Ni(Tig5Zrg.25Hfo.25)(Sng.00sSbo.oo2) [126]. Additionally, they can be used as
a platform for growing all Heusler heterostructures and combining Full and Half Heusler
layers with different functionality. Both NiTiSn and CoTiSb films show transport that is
consistent with semiconducting behavior, and the CoTiSb films show the highest carrier
mobility and lowest background carrier density of any Half Heusler with finite band gap

to date [111].

Then in the next two chapters we develop methods for the direct measurement of
both surface and bulk electronic bandstructure of these semiconducting Half Heusler
films. In Chapter 6 we present surface structure measurements of CoTiSb(001) and Ni-
TiSn(001), showing that both exhibit a variety of surface reconstructions that are anal-
ogous to the reconstructions observed in the III-V semiconductors. We present models
of the reconstructions, which are a prerequisite for calculations of the surface electronic
bandstructure, and also demonstrate methods for capping the samples such that ez-situ
synchrotron based ARPES measurements can be performed. In Chapter 7 we present
ARPES measurements of the surface and the bulk electronic bandstructures and compare

them with theory.

Finally, in Chapter 8 we explore Full Heusler / Half Heusler nanocomposites of

Ni,TiSn/NiTiSn for applications in thermoelectrics.
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5.2 MBE growth of NiTiSn and CoTiSb

5.2.1 Choice of substrate

Since no native substrates are available for Half Heusler on Half Heusler homoepitaxy,
one must first choose a suitable substrate for heteroepitaxial growth of Half Heuslers. The

ideal substrates would be both chemically and structurally compatible with the film.

In many ways the compound semiconductors are an ideal substrate. For one, the
zincblende compound semiconductors are a close symmetry match to the Half Heuslers,
as the XZ and XY sublattices in the Half Heusler structure are also zincblende [Figure
5.3(a)]. Additionally the III-V compound semiconductors have lattice parameters that
are very close to that of the Half Heuslers [Figure 5.3(b)] and by tuning the composition
of an MBE grown III-V ternary alloy, e.g. In,Ga; ,As or In,Ga;_,Sb, one can span
lattice parameters from that of GaAs (5.65 A) to that of InSb (6.48 A) and produce
a very flat, lattice matched buffer layer. Therefore in the (001) orientation a cube-on-
cube epitaxial relationship is expected, and like the case of ErAs on GaAs, it may be
possible to grow Half Heuslers on I1I-Vs with a continuous fcc (or zincblende) sublattice
across the interface. Several groups have previously demonstrated the MBE growth of
magnetic Full and Half Heuslers on I1I-Vs [147, 148], but the growth of semiconducting
Half Heuslers by MBE has not been explored before this dissertation. In the present
studies grow semiconducting CoTiSb (a = 5.884 A) [149] and NiTiSn (a = 5.919 A) [14]

by MBE on InP substrates (a = 5.869 A) with a lattice matched In,Al;_,As buffer layer.

However, one of the challenges of using III-V substrates is controlling reactions at
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the Heusler/III-V interface. For example some transition metals, e.g. Ni, are highly
reactive with III-Vs even at room temperature [150]. To mitigate these reactions two
approaches are employed in this dissertation. The first is to grow a low temperature
seed layer of Half Heusler on the I1I-V followed by annealing and then growth at higher
temperatures. Since bulk diffusion is much slower than surface diffusion during growth,
interfacial reactions should be substantially reduced using this low temperature initiation
layer. This approach will be demonstrated for CoTiSb on InAlAs/InP. A second approach
is to use thermodynamically stable diffusion barriers. Previous studies have shown that
the rocksalt rare earth monopnictides (RE-V), e.g. ErAs, can be used as a diffusion
barrier to prevent reactions between transition metals and III-Vs [68]. This approach
will be demonstrated for CoTiSb and NiTiSn on ErAs/In(Ga,Al)As/InP. However, since
rocksalt ErAs has four-fold rotational symmetry, the growth of two-fold Half Heusler
on ErAs produces two domains of Half Heusler rotated 90 degrees from one another.
Additionally, since ErAs is semimetallic, such buffer layer structures are not suitable for

in-plane transport measurements as the ErAs serves as a parallel conduction path.

Another substrate choice is MgO. MgO has rocksalt structure with a fairly small
lattice parameter of ay g0 = 4.21 A, but this matches fairly well with NiTiSn and CoTiSn
with a 45 degree rotation around the z axis (ayg0 = 5.95 A) [Figure 5.8(e)]. MgO also
has the benefit of being very stable due to the strength of the Mg-O bond, hence growth
of Half Heuslers on MgO at high temperatures is possible with minimal or no interfacial
reactions. This substrate is especially useful for NiTiSn growth, since elemental Ni is

extremely reactive with I1I-Vs. However, as with growth on rocksalt ErAs, growth on
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Figure 5.3. (a) Cube-on-cube epitaxial alignment of Half Heusler films on zincblende sub-
strates. (b) Lattice parameter versus composition for a number of the 8 and 18 valence electron
Half Heusler compounds.

rocksalt MgO produces two rotational domains of Half Heusler. In addition it is more
difficult to grow smooth MgO buffer layers (by electron gun deposition) than to grow

smooth III-V buffer layers (by MBE).

5.2.2 Controlling the composition

Controlling the stoichiometry is one of the most challenging aspects of Heusler growth
by MBE, especially for semiconducting films in which deviations from stoichiometry may
be expected to produce electrically active defects. As an upper bound estimate, if each
stoichiometry related defect produced one carrier, a deviation from stoichiometry on the
order of 1% would produce a background carrier density on the order of 10%° to 102

cm™®. In contrast, conventional semiconductors such as GaAs (E, = 1.42 eV) and InAs
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(Ey = 0.35 V) have similar bandgaps as the semiconducting Half Heuslers (E, = 1.42
and 0.35 eV respectively) but have lower intrinsic carrier densities(10° and 10 c¢cm™3
respectively at room temperature). Thus for good semiconducting Half Heusler films it

is desirable to control the stoichiometry to the percent level or better.

In conventional III-V MBE the stoichiometry is controlled by growing in a group-
V adsorption limited regime. Due to the high volatility of the group-V species (e.g.
As or Sb), stoichiometric films of III-V are easily grown while supplying an excess of
group-V to the surface [17, 18]. This self-limited regime occurs over a finite range of
growth temperatures and group-V overpressures and is often called the “growth window.”
Similar adsorption limited regimes have also been demonstrated for MBE growth of some
of the complex oxides using elemental precursors [151, 152, 153] and using metallorganic

precursors [154].

However for growth of many intermetallic Heuslers by MBE the existence of a growth
window using elemental precursors is unlikely. Most transition metals are fairly non-
volatile and have near unity sticking coefficients, hence controlling the stoichiometry of
the films using elemental precursors requires very precise control of the incident fluxes.
For some of the group-V containing Half Heuslers, e.g. CoTiSb and NiMnSb, it may be
possible to grow in a group-V adsorption-limited regime similar to that demonstrated
for the III-Vs. In such a scenario the ratios of Sb:(Co+Ti) or Sb:(Ni+Mn) may be self-
limited and only the Co:Ti or Ni:Mn ratios would need to be precisely controlled. Such

a growth window for any of the Full or Half Heuslers has yet to be established.

In this dissertation we use elemental precursors and control the incident fluxes via
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a combination of ez-situ Rutherford Backscattering Spectrometry (RBS) as an absolute
measure of fluxes, and in-situ beam flux measurements using an ionization gauge. We
use standard effusion cells for Sb and Sn, and high temperature cells for Co and Ni.
For Ti we use a special high temperature effusion cell and crucible that are capable of
handling molten Ti (DCA instruments), which enables higher and more stable fluxes.
To calibrated the fluxes, calibration samples were grown on silicon substrates and their
absolute compositions were measured by RBS. An example of measured and simulated
RBS spectra for one calibration sample are shown in Figure 5.4(a). Several samples are
grown at different effusion cell temperatures, and when plotted versus cell temperature
the absolute flux measured by RBS follows an Arrhenius relationship as expected [Figure
5.4(b) example for Sn effusion cell] and is reasonably stable over time. However, note
that since the RBS spectrometer is not attached to the MBE system (samples were sent
to the Univerity of Minnesota and Arizona State University for RBS), it is not practical

to grow an RBS calibration sample before each real sample growth.

Therefore in order to account for day to day fluctuations, in-situ flux measurements
were performed before each growth using a home-built beam flux ionization gauge. To
minimize the effect of reactions from residual species adsorbed on the ion gauge, we first
coat the ion gauge head with the flux to be measured, then shutter the effusion cell and
measure a background pressure ¢y. We then open the effusion cell shutter and record the
flux gauge pressure after 2 minutes of exposure ¢o,,;,, Wwhich we have found is sufficient
time to eliminate flux transients and asymptote to a stable effective pressure. We then

define the the beam equivalent pressure (BEP) as BEP = ¢omin — ¢o, and as a function
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of effusion cell temperature the BEP also follows an Arrhenius relationship [Figure 5.4(b)
example for Sn effusion cell]. Finally, we correlate the in-situ measured BEP to the real
flux measured by RBS, and the results are shown in Figures 5.4(c,d) for the Co, Ni,
Ti, Sn, and Sb cells. In this way, the calibration of real RBS flux versus temperature
is used as a rough temperature set point for each effusion cell, and immediately before
each growth in-situ measurements of the BEP are used to fine tune the effusion cell
temperatures to yield the desired flux. For NiTiSn and CoTiSb films we find that using
this method we are able to control the compositions to atomic compositions 1.00 £ 0.03
Ni: 1.00 £0.03 Ti : 1.00 £ 0.03 Sn, and 1.00 & 0.03 Co : 1.00 £ 0.03 Ti : 1.00 £+ 0.03
Sb using 1:1:1 stoichiometric fluxes. However finer control of the compositions requires
identifying an adsorption-limited regime, which will briefly be discussed in the next two

subsections.

5.2.3 Growth of CoTiSb on InAlAs/InP(001)

Here we demonstrate the epitaxial growth of single crystalline CoTiSb on Ing 55 Al 48As
/ InP(001) heterostructures. Samples were grown by MBE on semi-insulating InP:Fe
(001) substrates. After thermal desorption of the native oxide under an As; flux, a
lattice-matched unintentionally doped 400 nm IngseAlg4sAs layer (abbreviated to In-
AlAs) was grown on the InP at 500 °C in a modified VG V80H system that is dedicated
for I1I-V growth. This buffer layer and substrate were chosen due to the close lattice
match between CoTiSbh (a = 5.884 A) and InP (a = 5.869 A) [146]. On some samples a 3

nm strained ErAs layer was grown on top of the InAlAs in order to minimize interfacial
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reactions that are expected to occur at the interface between the CoTiSb and the InAlAs.

To minimize substrate preparation variations the 2 inch samples were capped with
200 nm amorphous As (using an As, flux) before removal from the I1I-V MBE system,
cleaved into smaller samples, and then loaded into a dedicated metals MBE system
(VG V80) for CoTiSb growth. This allowed the same prepared substrate to be used for
multiple CoTiSb growth sequences. After thermal desorption of the As, cap at 350 °C
to produce an InAlAs (2 x 4) surface reconstruction (substrate temperature calibrated to
the As desorption temperature of As capped GaAs), CoTiSb was grown by simultaneous
deposition from elemental Co, Ti, and Sb effusion cell sources. Growth was performed
using 1:1:1 stoichiometric fluxes at a rate of 2.0 x 10'® atoms/cm?hr per effusion cell.
Initial investigations of growth with an Sb overpressure have also been performed, i.e.
Co:Ti:Sb flux ratios of 1 : 1: (1 + 0), in order to identify an adsorption-limited growth

window.

During the nucleation of CoTiSb on the InAlAs (2 x 4) surface at 260 °C the RHEED
pattern becomes slightly diffuse and spotty, but after 3-4 bilayers of growth (one bilayer
is defined as 5.95 x 10 atoms/cm? each of Co, Ti, and Sb) the pattern becomes streaky
indicating relatively smooth epitaxial growth. Figures 5.5(a-c) show RHEED patterns
after 5 nm growth at 260 °C. The patterns show a clear (2 x 1) surface reconstruction
demonstrating a well ordered surface with a 2x periodicity when viewed along the [110]
azimuth [Figure 5.5(a)], and x1 periodicity when viewed along [1-10] [Figure 5.5(b)].
This reconstruction likely results from surface Sb-dimerization analogous to III-V (001)

surfaces and will be discussed in further detail in chapter 6.
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Figure 5.5. (a-c) RHEED patterns of a 5 nm CoTiSb on InAlAs/InP(001) film grown at
260 °C, along the [110], [1-10], and [010] azimuths. (d) RHEED intensity oscillations of the
[010] specular spot demonstrating layer-by-layer growth. Reprinted with permission from [111].
Copyright 2014 American Institute of Physics.

Figure 5.5(d) shows RHEED intensity oscillations of the [010] specular spot, indicat-
ing a layer-by-layer growth mode. Each oscillation corresponds to one atomic bilayer of
growth and the period of 107 seconds corresponds to a growth rate of 9.9 nm /hr in good
agreement with the rate of 10.2 nm/hr expected from RBS. The oscillations persist for

up to 50 periods, suggesting that the films remain relatively smooth throughout growth.

Growth of CoTiSb directly on InAlAs/InP has been performed at temperatures up
to 360 °C; however it was found that for nucleation above 360 °C the RHEED pattern
begins to lose intensity, presumably due to reactions at the CoTiSb/InAlAs interface. To
minimize this interfacial reaction two approaches have been employed. The first approach
was to grow a lower temperature seed layer of CoTiSb at 260 °C for 3 nm, then anneal and

continue CoTiSb growth at a higher temperature. Using this seed layer approach, CoTiSh
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has been grown at temperatures up to 460 °C without a significant reduction of the
RHEED intensity. For all growths using stoichiometric fluxes and substrate temperatures

within the range 260 460 °C, the (2 x 1) surface reconstruction is observed.

Additionally, for growth above 425 °C (well above the Sb desorption temperature)
growth can also be performed using an Sb overpressure of 20% (i.e. Co:Ti:Sb flux ratios of
1:1:1.2) while maintaining a streaky RHEED pattern. These initial findings suggest that
an adsorption limited growth window may exist for CoTiSb; however, a full systematic
study of the film compositions as a function of Sb overpressure and temperature has not

yet been performed.

The second approach was to grow a thin ErAs diffusion barrier between CoTiSb and
the InAlAs layers. With the ErAs diffusion barrier, growth on ErAs/InAlAs/InP has
been performed at temperatures in excess of 510 °C without a substantial reduction in

intensity of the RHEED pattern.

Figure 5.6(a) shows an overview XRD 6—26 scan of 10 nm CoTiSb on InAlAs/InP(001)
grown at 260 °C. The sharp peaks at 20 = 30.48° and 63.39° correspond to the InP (002)
and (004) substrate reflections, respectively, and the CoTiSb and InAlAs (002) and (004)
peaks are nearly overlaid on the InP peaks indicating the close lattice match. Finite
thickness fringes centered around the (002) and (004) reflections are present, indicating
high quality interfaces, and the period of A(20) = 0.89° corresponds to a thickness of
9.9 nm, in good agreement with the CoTiSb film thickness expected from the RBS and
RHEED oscillation rates (10.2 and 9.9 nm respectively). Other than the (00L) peaks

and fringes, no additional peaks in the XRD scans are observed. These x-ray diffraction

122



a 5] b
(a) 10 (b) e
4 | 5_

10 10 CoTiSb/ErAs/
>10°] - 10* INAIAs/InP
= =
% 1073 % o
= £ 10°4

101' 101_

0 InAlAs/InP
10° 10+
20 28 30 32 34
260 (degrees) 20 (degrees)

Figure 5.6. (a) XRD 6 — 26 scan for 10 nm CoTiSb on InAlAs/InP(001) grown at 260 °C.
The insert shows the Half Heusler and zincblende crystal structures, highlighting the similarity
between the two crystal structures and the expected epitaxial cube-on-cube alignment. For the
Half Heusler CoTiSb, Co occupies the (1/4, 1/4, 1/4) sites (red), Ti occupies the (1/2, 0, 0)
(blue) and Sb occupies the (0, 0, 0) (green). Vacancies are found at the (3/4, 1/4, 1/4) sites.
(b) XRD 6 — 26 scans of the (002) reflection for three samples. The bottom (grey) shows the
400 nm InAlAs buffer layer on InP before CoTiSb growth, and the middle (black) shows 50 nm
CoTiSb on InAlAs/InP (260 °C seed, 360 °C growth), and the top (red) shows 20 nm CoTiSh
on (3 nm ErAs)/InAlAs/InP (460 °C seed and growth). Adapted with permission from [111].
Copyright 2014 American Institute of Physics.

patterns combined with the RHEED patterns indicate an epitaxial cube-on-cube growth

with no detectable secondary phases or orientations.

Figure 5.6(b) shows scans around the (002) reflection for the InAlAs/InP buffer struc-
ture and for two different CoTiSb samples. The bottom (gray) curve shows the 400 nm
InAlAs/InP buffer capped with amorphous As, (before subsequent CoTiSb growth). Here
only a small shoulder to the left of the InP (002) peak is observed, indicating the very
close lattice match between the InAlAs buffer layer and the InP. The middle (black)
curve shows a 50 nm CoTiSb film grown on the InAlAs/InP buffer, which was performed
by seeding 3 nm of CoTiSb at 260 °C and then continuing growth at 360 °C. The peak

centered at 30.36° (just to the left of the substrate peak) corresponds to the CoTiSb (002)
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Figure 5.7. Plan view filled states STM images of CoTiSb grown on ErAs/InAlAs:Si/InP:S
(001) at temperatures of (a) 260, (b) 360, and (c) 460 °C.

reflection and a lattice parameter of 5.88 A, in good agreement with the bulk CoTiSbh
lattice parameter of 5.884 A [146]. Additionally, fringes with spacing A(20) = 0.177°
are observed, corresponding to a CoTiSb film thickness of 49.9 nm. The clear fringes
demonstrate that the usage of the lower temperature seed layer approach enables further
growth at higher temperatures while retaining high quality interfaces. The top (red)
curve shows a 20 nm CoTiSb film grown directly on (3 nm ErAs)/InAlAs/InP at 460 °C.
The broad peak centered at 260 = 31.28° corresponds to the ErAs (002), and the fringes
with period A(26) = 0.452° correspond to the CoTiSb layer with thickness 19.5 nm. The
presence of fringes also confirm that the ErAs diffusion barrier enables growth of CoTiSb

at high temperatures while retaining high quality interfaces.

Further investigations of the growth temperature were performed using in-situ scan-
ning tunneling microscopy. Figure 5.7 shows filled states STM images of 10 nm CoTiSh
films grown directly on ErAs/InAlAs:Si/InP:S (001) at temperatures of 260, 360, and
460 °C. For growth at 260 °C a number of step edges are observed; however these step

edges are randomly oriented. For growth at 360 °C the step edges become faceted along
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the (110) directions and the surface is characterized by 10-20 nm platelets. With further
increases in growth temperature to 460 °C these platelets increase in lateral dimensions,
resulting in smoother films. Hence a minimal growth temperature of around 360°C is

required to achieve well defined step edges.

5.2.4 Growth of NiTiSn on MgO (001)

NiTiSn films were grown by MBE on MgO (001) substrates in a VG V80 MBE
system by simultaneous deposition from elemental Ni, Ti, and Sn effusion cell sources.
After annealing the substrates in the MBE chamber at 400 °C, an approximately 5 nm
thick MgO buffer layer was grown at 400 °C by electron beam evaporation of MgO.
Samples were then ramped to the desired temperature for NiTiSn growth. NiTiSn films
were grown using a 1:1:1 stoichiometric ratio of fluxes for Ni, Ti, and Sn at rates of
1.0 — 5.0 x 10'® atoms/(cm?*hr) per effusion cell. Unlike the case of CoTiSh, where the
Sb is much more volatile than Co or Ti, for NiTiSn the Sn is not much more volatile
than Ni or Ti. Hence within the range of achievable growth temperatures in our MBE
(< 650°C), instead of self-limiting, growth with an overpressure of Sn simply lead to

incorporation of the excess Sn since Sn is not very volatile at these growth temperatures.

Figure 5.8(c,d) shows RHEED patterns along the [010] and [110] azimuths following
electron beam deposition of the MgO buffer layer. Note these directions are referenced
to the MgO (001) substrate. The streaky patterns indicate a smooth starting surface.
Upon the deposition of the first few atomic layers of NiTiSn the RHEED pattern be-

comes spotty, indicating three dimensional diffraction. Here the surface likely roughens
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Figure 5.8. (a,b) RHEED patterns for a 50 nm epitaxial NiTiSn film grown at 450 °C on
MgO (001) showing a mixed domain (2 x 1)/(1 x 2) surface reconstruction. The directions
are referenced to the NiTiSn. (c,d) RHEED patterns for the MgO buffer layer, referenced to
the MgO (001) crystal directions. (e) Model of NiTiSn on MgO (001) showing a 45° rotated
cube-on-cube epitaxial relationship. Reprinted with permission from [110]. Copyright 2013
American Institute of Physics.

into islands due to poor wetting and the 0.65% lattice mismatch between MgO and
NiTiSn. The RHEED pattern becomes streaky again after approximately 5 nm of con-
tinued growth, suggesting island coalescence and reduction in the surface roughness.
Figure 5.8(a,b) shows the streaky RHEED patterns following 50 nm growth of NiTiSn.
Here the directions are referenced to the NiTiSn film. The in-plane epitaxial alignments
of NiTiSn (110) // MgO (010) and NiTiSn (010) // MgO (110) confirm a 45° rotated
cube-on-cube epitaxial relationship, i.e. NiTiSn (001) (110) // MgO (001) (010). The
epitaxial relationship is shown schematically in Figure 5.8(e). Due to the much larger
heats of formation for Ti oxides than Ni or Sn oxides [155, 156, 157], the interface stack-
ing sequence is assumed to be Ni/TiSn/MgO rather than TiSn/Ni/MgO, such that Ti-O

bonds are formed at the interface.
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Figure 5.9. XRD 6 — 26 scan of a NiTiSn / MgO (001) film grown at 450 °C. (b) Full
width at half maximum for the (002) and (004) NiTiSn peaks for samples grown at various
temperatures. (c) Integrated area ratio of the (002) and (004) peaks as a function of growth
temperature. Reprinted with permission from [110]. Copyright 2013 American Institute of
Physics.

For the NiTiSn film a 2x periodicity is observed in the RHEED pattern along both
[110] and [1-10] NiTiSn directions [Figure 1(a)] and 1x periodicity along both [100] and
[010] [Figure 5.8(b)]. This periodicity suggests a mixed reconstruction of (2 x 1) and
(1 x 2) domains rotated 90 degrees from one another, resulting from the growth of 2-fold
rotationally symmetric Half Heusler NiTiSn (001) on the 4-fold symmetric rocksalt MgO
(001) surface. A (2 x 2) reconstruction is ruled out because a (2 x 2) would have a 2x
periodicity along the (010) directions. Recall that a (2 x 1) reconstruction has also been

observed for CoTiSb(001) (Figure 5.5).

Figure 5.9(a) shows an XRD 6 — 260 scan of a 50 nm NiTiSn film grown at 450

°C. The peak at 26 = 42.91° corresponds to the MgO (002) substrate reflection. Two
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additional peaks are observed at 30.17° and 62.73° corresponding to the NiTiSn (002)
and (004) reflections with a lattice constant of 5.92 A. This matches the experimental
lattice constant of 5.919 A for bulk NiTiSn [14]. Only the (00L) peaks are observed,
where L is even, consistent with the allowed peaks for a (001) oriented single crystal Half

Heusler film. No discernible secondary phases or orientations are detected by XRD.

To investigate the ordering in the NiTiSn films, 50 nm samples were grown at tem-
peratures from 200 to 500 °C. Within this range of growth temperatures only the (00L)
peaks were observed by XRD and streaky RHEED patterns were also observed, indi-
cating that films remain epitaxial. The full width at half maximum (FWHM) of the
(002) and (004) NiTiSn reflections are plotted in Figure 5.9(b). The FWHM for both
reflections reach minima of 0.275° and 0.385°, respectively, for growth temperatures of
450-475 °C suggesting that this temperature window produces the most ordered films.
However the FWHMSs are broadened: from the Scherrer equation (7 = (K\)/(Scost)
where 7 is the film thickness, K = 1 is the shape factor, and g is the FWHM) if the films
were perfectly ordered out of plane, the FWHMSs would be expected to be 0.18° for the
(002) and 0.33° for the (004). This broadening suggests there is a mosaic in the out of
plane component due to relaxation by misfit dislocations with Burgers vectors with an

out of plane component.

For NiTiSn crystallizing in a Half Heusler structure, there are three possible lattice
arrangements depending on whether Ni, Ti, or Sn occupies the double tetrahedral site
(Wyckoff 4¢). Only the phase with Ni at the double tetrahedral is expected to be a gapped

semiconductor [114]. To distinguish between the three lattice arrangements, structure
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factors were calculated using the CaRine Crystallography package and assuming perfect
ordering of each phase with a lattice constant of 5.92 A to match the experimentally
observed lattice constant. The calculated (002)/(004) intensity ratios are 2.00, 3.63, and
0.005 for Ni, Ti, or Sn at the double tetrahedral (4c) site, respectively. Figure 5.9(c) plots
the measured integrated (002)/(004) intensity ratios. For growth temperatures of 425-
475 °C the ratio varies from 1.88 to 2.23, consistent with Ni at the double tetrahedral
site, the desired phase for a semiconducting NiTiSn. This range of temperatures also

coincides with the narrowest FWHM for the (002) and (004) reflections.

Deviations from the calculated (002)/(004) ratio may result from an increased number
of point defects. For example Ouardi et. al. suggest a large density of Ti-Ve (titanium-
vacancy) antisite swaps for bulk polycrystalline NiTiSn [14]. Assuming stoichiometry is
retained, a 5% Ti-Ve swap (modeled by site occupancies of 0.95 Ti at the 4b site, 0.05
Ti at the 4d, 1.00 Sn at the 4a, and 1.00 Ni at the 4c) would yield a (002)/(004) ratio
of 1.81, within the range of ratios measured. These Ti-Vc swaps have been proposed to
create electronic states within the NiTiSn band gap [14]. Alternatively, Miyamoto et. al.
[158] suggest the presence of electrically active Ni-Ve swaps, which would not change the
(002)/(004) ratio but still could be present. Sn-Vc antisites would decrease the ratio to
1.56 for a 5% swap, which is significantly smaller than the ratios measured for T}, oy, =
425 — 475 °C and is thus less likely than Ni-Ve or Ti-Ve. Ni-Ti substitutions could also
be present, which would increase the (002)/(004) ratio to 2.07 for a 5% substitution.
However, given that the atomic radii for Ni and Ti are quite different (Ni 1.24 A, Tila47

A, Sn 1.58 A), it has been suggested that this substitution is unlikely [158].
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Deviations from the calculated (002)/(004) ratio may also result from deviations
in stoichiometry. For example, a 3% deficiency in Ni composition (modeled by a site
occupancy of 0.97 Ni at 4c) yields a calculated (002)/(004) ratio of 2.11, and a 3% excess
in Ni (1.00 Ni occupancy at 4c and 0.03 Ni occupancy at 4d) yields a ratio of 1.89. A
3% excess of Ti or Sn at the vacancy site gives similar values of 1.92 or 1.89 respectively,
while 3% Ti or Sn deficiencies yield values of 1.964 or 1.920 respectively. All of these
calculated ratios are within the range of ratios measured for growth temperatures of 425-
475 °C. Due to challenges in controlling the effusion cell fluxes by better than 3%, it is
assumed that these deviations from stoichiometry are the primary factor responsible for

the deviations in (002)/(004) ratio.

Growth of NiTiSn was also attempted on InGaAs/InP(001) and InAlAs/InP(001)
buffers. However it was found that single phase NiTiSn could not be grown directly on
InAlAs (InGaAs) without significant reactions (as observed by a substantial dimming of
the RHEED pattern), even at room temperature. This is presumably due to the high
reactivity of Ni with III-Vs. But by using an ErAs diffusion barrier, NiTiSn films were
successfully grown on ErAs/InAlAs/InP and ErAs/InGaAs/InP at temperatures of up
to 500 °C without a dimming of the RHEED pattern. For growths on the ErAs diffusion

barrier the NiTiSn films showed a (2 x 1)/(1 x 2) RHEED pattern (see chapter 6).
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5.3 Transport

5.3.1 CoTiSb

For ex-situ magnetotransport measurements, prior to removal from ultrahigh vacuum
the CoTiSb samples were capped with 5-10 nm AlO, (grown in-situ by electron beam
evaporation of Al,O3) to protect the films from oxidation. Contacts were made in a Van
der Pauw geometry using annealed indium, and the magnetotransport measurements
were performed in a Quantum Design PPMS using a custom breakout box and lock-in

amplifier.

Figure 5.10 shows temperature dependent transport measurements for a 30 nm Co-
TiSb film on InAlAs/InP(001) grown using the seed layer approach (260 °C seed, 410 °C
continued growth). As the measurement temperature increases from 2 to 300 K the zero
field resistivity decreases [Figure 5.10(a)], consistent with semiconducting-like transport

and thermally activated behavior.

Figure 5.11 shows the transverse Hall resistance (R,,, dashed curves) and longitudinal
magnetoresistance (AR, (B)/R::(0) = [Ryz(B) — Ryz(0)]/Ry2(0), solid curves) versus
magnetic field at various fixed temperatures. In both sets of measurements the magnetic
field was oriented perpendicular to the sample surface. We first discuss the Hall resistance
and the extracted carrier density and mobility, then return to discuss the magnetoresis-
tance. Within the range of temperatures from 300 to 2 K, the Hall resistance was linear
and had negative slope with magnetic field out to 3 T, suggesting that the conduction is

dominated by an n-type carrier. Using a single carrier model, the n-type carrier density
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Figure 5.10. Temperature dependent transport measurements for a 30 nm CoTiSb film on
InAlAs/InP. (a) Zero field resistivity. (b) and (c) plot the single carrier Hall density (n-type)
and mobility extracted from R., at B = +1 T. The insert of (b) shows the density replotted
in logarithmic scale versus 1/kgT. Reprinted with permission from [111]. Copyright 2014
American Institute of Physics.

132



(nu, extracted from the slope of R,, vs. B at £1T), decreases smoothly from 1.3 x 10'®
cm ™2 at 300 K to 7.2 x 10'" cm ™2 at 43 K, before rapidly falling to 2.5 x 10'7 cm™3 at
2 K [Figure 5.10(b)]. Note these carrier densities are among the lowest yet reported for
Half Heusler compounds, suggesting the films have a comparably low density of defect

states.

In Arrhenius form [Figure 5.10(b) insert, logarithm of ny versus 1/kgT] the tem-
perature dependent Hall carrier density shows three distinct regions upon cooling — a
decrease in density from room temperature to 64 K (1/kgT < 180 eV~!), a plateau from
64 to 43 K (180 to 270 eV~!), and a decrease below 43 K (> 290 eV~') — that are rem-
iniscent of the intrinsic, saturation, and freeze-out (or localization) expected for heavily
doped semiconductors. In the high temperature region (< 180 eV 1), although 300 K
is not quite high enough to approach the expected n o< exp(—E,/2kgT) dependency for
intrinsic behavior and activation across the bandgap, from a fit in the range 240-300 K
we estimate a lower bound for the bandgap of £, > 0.13 eV. This is considerably smaller
than the DFT bandgap of 1 eV [146], and further measurements at higher temperatures

are required to determine the transport bandgap.

The Hall electron mobility (ug) is shown in Figure 5.10(c). For this sample the
mobility was 406 cm?/Vs at 300 K and was roughly constant from 300 to 150 K. Upon
cooling below 150 K the mobility decreases and follows a oc 7% dependence in the region
46-150 K and T°2 below 46 K. These power laws are shallower than the T expected
for ionized impurity scattering but close to the T%% expected for disorder scattering,

suggesting that at low temperatures the CoTiSb film is a disordered electronic system

133



T T T
ii"g"s’:’: """""""""""""""""""""""""""""""" B O
SN ITIIo--- 250K
RN 4
0.51 R 10K Ny
\\ _———
N \\

S) B
: g
ﬂ: N
\>< >

x X
x VVUpx——"7" """ '
<

--10

15

B (T)

Figure 5.11. Transverse Hall resistance (R,,, blue upper) and longitudinal magnetoresistance
(AR42(B)/Ry2(0) = [Ryz(B) — Ryz(0)]/R22(0), black lower) as a function of magnetic field
B at various temperatures. Reprinted with permission from [111]. Copyright 2014 American
Institute of Physics.

[159]. A similar low temperature 7%° dependence has been observed for epitaxial films

of the Full Heuslers NipMnX [160].

Further information about the low temperature scattering mechanisms is obtained
by examination of the magnetoresistance (Figure 5.11, solid curves). At 250 K the
magnetoresistance shows a nearly quadratic dependence on magnetic field as expected for
a diamagnetic semiconductor. However at 77 K the low field (< 2 T) magnetoresistance
is negative and shows a peak at zero field before reverting to the quadratic dependence

at higher fields (> 2 T). With decreasing temperature the magnitude of this zero field
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peak increases and its width broadens such that at 2 K the magnetoresistance at 14 T
is -65%. This zero field peak is consistent with localization [161], suggesting that at
low temperatures the transport is governed by hopping rather than activation across the

bandgap.

The large magnetoresistance at 2 K suggests that localization may result from mag-
netic polarons. While the 18 valence electron CoTiSbh is expected to be a diamagnetic
semiconductor, it sits between Half Heuslers with 17 or 19 valence electrons, which are
typically ferromagnetic metals, e.g. the 17 valence electron CoTiSn [6]. Defects or slight
deviations from stoichiometry may change the effective electron count and produce local
magnetic domains at low temperature, potentially producing bound magnetic polarons
[162]. However, initial SQUID magnetometry measurements were unable to detect a
magnetic signal beyond the diamagnetic background of the InP substrate. Further mag-
netometry measurements on thicker films are required, and higher magnetic field tem-
perature dependent magnetotransport measurements would give additional insight in the

origins for the magnetoresistance peak.

Despite the anomalous low temperature behavior, the room temperature transport
properties of the MBE grown CoTiSb films compare favorably with 18 valence electron
Half Heuslers in the literature. Figure 5.12 shows the room temperature (300 K) Hall
mobility versus carrier density for a number of MBE grown CoTiSb films (filled red
squares). For comparison literature values for a number of semiconducting Half Heusler
compounds and for bulk Si are also included (open black squares) [110, 136, 137, 138,

139, 140, 141, 143]. Unless otherwise noted, the literature data points are for bulk
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Figure 5.12. Room temperature (300 K) mobility and carrier density of CoTiSb on In-
AlAs/InP(001) (filled red squares) compared to Half Heuslers in the literature with predicted
bandgap > 100 meV (open squares, CoTiSb [136], ErPdBi [137], ZrNiSn [138, 139], NiTiSn
[139], ZrHfCoSn [140], ZrTiCoSnSb [140], NiTiSn sputter [143], and NiTiSn MBE [110]) and
silicon [141]. Unless otherwise noted, the samples in the literature are bulk. Reprinted with
permission from [111]. Copyright 2014 American Institute of Physics.

samples. The mobilities and carrier densities for the MBE-grown CoTiSb films are the
highest (ug = 530 cm?/Vs) and lowest (ng = 9.0 x 107 cm™3), respectively, reported
for Half Heuslers with a predicted finite bandgap (> 50 meV). Surprisingly, the mobility
is comparable to that of Si for the same carrier density (solid line), indicating the high

quality of the MBE-grown films on InP(001) substrates.

5.3.2 NiTiSn

Figure 5.13 shows temperature dependent transport measurements for a 25 nm Ni-
TiSn film grown on MgO at 450 °C. This sample was capped with 5 nm MgO by electron
beam deposition in order to protect the NiTiSn surface from oxidation. Hall effect mea-

surements were performed in a van der Pauw gemoetry using annealed indium contacts.
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The room temperature (300 K) resistivity of 1.22 mQcm is comparable to the 0.5-3.0
mflcm resistivities observed for bulk single crystalline and sputtered thin film NiTiSn
[16, 138, 143]. In the range of 10 to 220 K the resistivity decreases with increasing
temperature, suggesting semiconducting-like transport. Alternatively this temperature
dependent could result from localization of a disordered metal [163]. The magnitude of
change is very small, but is comparable to measurements of sputtered NiTiSn films [143].
At higher temperatures (> 220 K) the resistivity increases with temperature, suggesting

metallic or semimetallic conduction.

For all temperatures measured the Hall Voltage was linear and had negative slope
with magnetic field out to 0.6 T, suggesting a single n-type carrier dominated transport.
Assuming this single carrier, at 300K the carrier density is n = 3.2 x 102° cm™3 and the
mobility is g = 16 cm?/Vs, which is an improvement over sputtered NiTiSn films with
density and mobility of n = 2.0 x 10*! em™ and pu = 1.7 cm?/Vs [143]. However, while
the mobility is comparable to the 20-70 ¢cm?/Vs mobilities observed for the best bulk
samples, the carrier density is still about an order of magnitude higher than for the bulk
samples [16, 138]. With varying temperature, the carrier density increases weakly from

thermal activation and the mobility decreases with acoustic phonon scattering.

5.4 Conclusions

In summary we have demonstrated the first MBE growth of the semiconducting Half

Heusler compounds CoTiSb and NiTiSn. These films were grown on InAlAs/InP(001)

137



1.26

RN
N
=N

resistivity
(mQ*cm)

1.22

1.20

w
[N}

w
o

carrier density
(x 10° cm™)

2.8

18

mobility
(cm*/Vs)

—_
~

16

Figure 5.13. Temperature dependent resistivity, carrier density, and electron mobility for a
25 nm NiTiSn on MgO(001) sample with a 5 nm MgO cap. Reprinted with permission from

T T T T T T T T T

temperature (K)

[110]. Copyright 2013 American Institute of Physics.

138

(a)
g MgO cap 5 nm
" NiTiSn 25 nm
= u o
ol MgO buffer 5 nm
- "u MgO (001) 1
| |
| |
R . i
"u, .l.
B .........I. i
| 1 1 1 1 |
I U I
(b)
||
= .-
| |
.I
. | |
= .. -
|
i .... ..-I.l i
(L L
1 I 1 I 1
N I ! I
(©)
~"EE Lamg sESEgEg Ny
L
i [ |
|
|
L I. ]
| -
|
i 1 1 1 I 1 1 1 1 I 1 1 1 ]
0 100 200 300



and MgO(001) respectively. The films are epitaxial and single crystalline as observed by
RHEED and XRD, and grow in a layer-by-layer mode with a well ordered (2 x 1) surface
reconstruction. Temperature dependent magnetotransport measurements indicate that
both CoTiSb and NiTiSn films are n-type and have semiconducting-like temperature
dependence on resistivity. For the CoTiSb films, the electron mobility and background
carrier density are the highest and lowest yet reported for any Half Heusler with finite
bandgap, and have similar mobility as n-type Si with similar density. At low temperature
the CoTiSb films show a large negative magnetoresistance with a peak at zero field that
may be due to localization or magnetic polarons. Further magnetometry and magneto-
transport measurements at higher fields are aimed at understanding the low temperature

behavior.

The NiTiSn films also show semiconducting-like transport, but have higher back-
ground carrier densities and lower mobility than the CoTiSb films. This may be due
in part to the higher quality of the InAlAs/InP buffer layers used for CoTiSb, which
were grown by MBE, than the MgO buffer layers used for NiTiSn, which were grown by
electron beam evaporation. These MBE-grown NiTiSn films show higher mobility and
lower density than their counterparts grown by sputtering, but lower mobility and higher

density than the best bulk NiTiSn grown by the flux method.

Initial studies suggest that it is possible to grow CoTiSb in an Sb adsorption limited
regime, but more systematic studies of the composition versus growth temperature and
Sb overpressure are required. Unfortunately due to the low volatility of Sn, a similar

adsorption limited regime for NiTiSn growth could not be identified. Additionally, while
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we were able to grow CoTiSb directly on InAlAs buffer layers using a colder initiation
layer, it was not possible to grow NiTiSn directly on InAlAs or InGaAs without substan-
tial interfacial reactions. This is presumably due to the high reactivity of Ni with III-Vs.
For this reason, all NiTiSn growths used an ErAs diffusion barrier between the NiTiSn

and InAlAs, or were performed on MgO substrates.

Growth of these compounds with well ordered surfaces opens the door to detailed
surface studies of Half Heuslers as well as measurements of the k-resolved electronic

structure. These topics of will be the subject of the next two chapters.
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Chapter 6

Half Heusler Surfaces

6.1 Why surfaces

Surfaces play a critical role for growth, properties, and device applications.! In general
the breaking of bonds at the surface will cause surfaces to relax in the case of metals,
or reconstruct in the case of semiconductors. Hence the atomic structure at surfaces
can be very different than in the bulk, and so too can the resulting electronic structure

[164, 165].

As with surface electronic states on conventional semiconductors, for Heuslers some-
times these surface states are highly undesirable. For example, while the Half Heusler
NiMnSb and Full Heusler CooMnSi are expected to be a half metallic ferromagnets in

the bulk with 100% spin polarization, in real samples there is a significant reduction of

'Some of the work presented in this chapter has previously appeared in the following publications:
[110].
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the spin polarization at the surfaces and interfaces due to surface/interface states in the
minority spin gap [166, 167, 168]. In other cases surface states are desirable. For ex-
ample, theory predicts that some Half Heuslers are topological insulators in which there
exists a bandgap for the bulk but topologically protected metallic states at the surfaces
[11, 12]. These metallic surface states have the unique property that they are immune
to backscattering and have a number proposed applications, e.g. in fault tolerant quan-
tum computing [38]. But just as for the conventional surface states, the dispersions of
topological states can be sensitive to the particular surface termination [169, 170] and
can even hybridize with conventional dangling bond-like surface states [171]. Therefore
in order to realize and use the properties of Heuslers in devices, it is critical to both

understand and control their surface atomic and electric structures.

Due to their unusual bonding character, the Half Heuslers also provide a unique
system in which to explore surface reconstructions and their effect on surface electronic
structure. Within the Half Heusler crystal structure, the X7 zincblende sublattice has
strong covalent character [112], and due to the strong directionality of covalent bonds,
covalently bonded solids are often expected to reconstruct at their surfaces. Examples of
reconstructed covalent surfaces are the (001) surfaces of III-V compound semiconductor,
which typically form zincblende or wurtzite lattices. The driving force for reconstruction
in the ITI-Vs is the minimization of dangling bonds (and hence dimerization), and these
surface have been well described by surface electron counting models [165]. But one
complication for Half Heuslers is that instead of the simple sp® bonding found in the

wurtzite and zincblende compound semiconductors, the Half Heuslers also have d-d and

142



p-d hybridization [114].

In addition to the covalent bonding, the Half Heusler structure contains ionic charac-
ter in Y element that “stuffs” the crystal to form a rocksalt YZ sublattice [112]. Due to
the long range, non-directional nature of the Coulomb interaction, ionically bonded solids
typically do not reconstruct at their surfaces and instead only show a weak relaxation.
Here the driving force is a minimization of Coulomb forces [172]. For Half Heuslers, in
which there exists a mixture of strong covalent and ionic bonding, the mechanisms for

surface reconstruction remain unclear.

In this chapter we experimentally and theoretically study the CoTiSb and NiTiSn
(001) surfaces as model systems for understanding surface reconstructions and electronic
bandstructure in the Half Heusler compounds. CoTiSb and NiTiSn are chosen because
they are prototypical semiconducting Half Heuslers (already studied widely for their ther-
moelectric properties [173]) with fairly large calculated bandgaps of approximately 1 eV
and 0.5 eV respectively (indirect, calculated by DFT-GGA [146]). Both are diamagnetic
and topologically trivial, enabling a detailed study of “conventional” surface states before
considering the spin splitting or more complicated topological states of half metals and
topological insulators. Note that topological insulator Half Heuslers may be considered a
subset of the semiconducting Half Heuslers in which there is sufficiently large spin orbit

coupling to create band inversion [167, 168].

One challenge in surface science that once clean, well ordered surfaces are grown,
they must be kept clean and well ordered for measurements. To this end, most of the

experiments in this chapter were performed in an interconnected growth and surface anal-
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ysis system such that samples can be transferred from the growth chamber to analysis
chambers (LEED, STM, XPS) without being removed from ultrahigh vacuum. However,
for higher resolution photoemission studies synchrotron light was required, and hence
samples needed to be removed from vacuum and transported to a separate synchrotron
facility in Lund, Sweden. Therefor, this chapter also explores capping and decapping
schemes to protect CoTiSb(001) and NiTiSn(001) surfaces such that synchrotron pho-

toemission measurements can be performed.

6.2 Bonding and crystal structure at (001) Half Heusler

surfaces

Bulk CoTiSb adopts the Half Heusler C'1, crystal structure (space group F'43m, lattice
constant @ = 5.88 A) in which Sb and Ti form a rocksalt sublattice [positions (0,0,0) and
(1/2, 0, 0)] and Co fills half of the doubly tetrahedrally coordinated interstitials (1/4,
1/4, 1/4). A vacancy sublattice resides at the other tetrahedral interstitials (3/4, 1/4,
1/4). This structure may be alternatively described as a CoSb zincblende sublattice
with Ti “stuffed” at the (1/2, 0, 0) sites. The (001) orientation of this crystal consists
of alternating planes of 1 monolayer (ML) Co and 1 ML each Ti and Sb (Figure 6.1),
where 1 ML is defined as 2/a* = 5.78 x 10! atoms/cm? and the spacing between layers
is a/4 = 1.47 A. Hence a (001) truncated crystal surface is expected to be either Co or

Ti-Sb terminated.

CoTiSb grows on InAlAs/InP(001) (lattice constant 5.86 A) with a cube-on-cube epi-
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taxial relationship, and across the CoTiSb/InAlAs interface the face centered sublattice
of group-V atoms (As, Sb) is expected to be continuous. Hence for a Ti-Sb terminated
surface, the Sb back-bonds to Co are expected to project along [110] and the Sb dangling
bonds at the surface along [-110]. Figure 6.1 shows a schematic of the CoTiSb surface
with TiSb termination, in which all atomic positions have been fixed to their bulk posi-
tions. However, for a real surface the positions of the atoms in the top most layers are

expected to relax or reconstruct.

NiTiSn in the (001) orientation can similarly be viewed as alternating planes of Ni
and TiSn. Ni occupies the (1/4, 1/4, 1/4) positions, while Sn and Ti occupy (0,0,0) and
(1/2, 0, 0) respectively. The lattice constant is a = 5.92 A. When grown on MgO(001)
or ErAs/InGaAs/InP(001), since both ErAs and MgO have 4-fold rotational symmetry
while NiTiSn has 2-fold symmetry, mixed domains of NiTiSn appear that are rotated by

90 degrees with respect to one another.

6.3 CoTiSb(001) surfaces

Samples were grown by MBE on sulfur doped InP (001) substrates and consist of
a 400 nm Ings2Alg4gAs lattice matched buffer layer followed by a 20-40 nm CoTiSh
layer. The InAlAs layer was doped with approximately 5 x 10'® Si atoms/cm? to yield
a conductive buffer for STM and photoemsission spectroscopy measurements. On some
samples a 3 nm ErAs diffusion barrier was grown between the CoTiSb and InAlAs layer

to prevent interfacial reactions between the CoTiSb and InAlAs and to enable higher
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Figure 6.1. Crystal structure of bulk-terminated CoTiSb (001). The main panel shows a plan
view image looking down on the (001) surface, with a (1 x 1) surface unit cell outlined. The
bottom shows a cross section looking along a [110] zone axis and the left shows a cross section
along a [1-10] zone axis. The (001) oriented CoTiSb consists of alternating planes of Co and
TiSb.
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annealing temperatures. Further growth details are provided in Chapter 5.

After growth the Co and Ti effusion cells were shuttered and the samples were an-
nealed at various temperatures with and without an impinging Sb flux. Sb was chosen
because among the constituent elements Co, Ti, and Sb, Sb is the most volatile and it
is also possible to grow stoichiometric CoTiSb films using a slight excess of Sb in an
adsorption-limited regime, similar to the way III-V semiconductors are grown by MBE.
Following the anneal, the Sb cell was shuttered and the samples rapidly quenched to
room temperature while observing the RHEED pattern in order to retain the desired
surface reconstruction. Samples were then characterized in situ by low energy electron
diffraction (LEED), X-ray photoelectron spectroscopy (XPS, Al K« source), and scan-
ning tunneling microscopy/spectroscopy (STM/STS) in an interconnected MBE-surface
analysis system such that growth and characterization were performed without removing
samples from ultrahigh vacuum (< 2 x 107'% mbar). Samples were also characterized
by high resolution photoemission spectroscopy (beamline 1311) at the MAX-Lab Syn-
chrotron facility in Lund, Sweden, using an Sb capping scheme to protect the sample
surfaces. All binding energies are referenced to the Fermi level as determined by mea-
suring the Fermi level of a tantalum or gold foil that is in electrical contract with the

sample.

6.3.1 RHEED and LEED: periodicity of the reconstructions

During growth the CoTiSb(001) surface exhibits a (2 x 1) surface reconstruction,

which has also been observed for the Half Heuslers NiTiSn and NiMnSb [110, 148, 174].
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But upon post-growth annealing as a function of temperature and Sb flux two additional
surface reconstructions are observed (Figure 6.2). In order of decreasing Sb flux (or
increasing anneal temperature), the reconstructions follow the progression (1 x 4) —
(2x1) — ¢(2x4). The corresponding RHEED and LEED patterns are shown in Figures
6.2 (a~c), (d-f), and (e-g), respectively, along with a reconstruction phase diagram in (j).
At very low temperatures an Sb cap begins to deposit on the surface as evidenced by a

spotty (1 x 1) pattern.

Transitions between the Sb cap <> (1 x 4) are reversible, indicating that Sb capping
may be a method for protecting sample surfaces for ex situ photoemission spectroscopy
measurements (more on Sb capping in the next section). Additionally the (1 x 4) <«
(2 x 1) transition is reversible. However, the (2 X 1) — ¢(2 x 4) transition has only been
observed in one direction (upon heating) suggesting that the (2 x 1) reconstruction may
be metastable. Note we also observe a (2 x 1) — ¢(2 x 4) transition for high temperature

anneals (> 500°C) of NiTiSn on MgO(001).

To investigate which species (e.g. Co or Ti-Sb) are terminating for each reconstruc-
tion, we start with a (2 x 1) surface and monitor changes in the RHEED pattern as we
expose the surface to atomic fluxes of Co, Ti or Sb at a rate of 3.0 x 10’9 atoms/(cm?*hr).
The results are shown in Figure 6.2(k), where we plot the intensity of the 1/2 order diffrac-
tion streak (which gives the 2x periodicity) normalized to the intensity of the 1st order
diffraction streak when viewed along the [110] azimuth [see Figure 6.2(d) for indices].
This is performed at two different temperatures: the closed symbols are for depositions

at 410 °C and the open symbols are for deposition at 460 °C. For exposure to Ti at both
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Figure 6.2. Reflection high energy electron diffraction (RHEED) and low energy electron
diffraction (LEED) for three different surface reconstructions of CoTiSb on InAlAs/InP(001):
(a-c) the Sb-rich (1 x 4), (d-e) the as-grown (2 x 1), and (g-i) the high temperature ¢(2 x 4).
(j) Surface reconstruction phase diagram as a function of anneal temperature and Sb flux. (k)
Normalized intensity ratio of the 1/2 order streak to the 1 order streak upon exposure of the
(2 x 1) surface to fractional coverages of Co, Ti, or Sb at 410 °C (closed symbols) and at 460
°C (open symbols).
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410 and 460 °C, the intensity of the 1/2 order diffraction streak fades away and a streaky
(1 x 1) pattern is obtained after a net flux of 1 ML Ti. Hence the (2 x 1) is unstable for
excess Ti. For deposition of Co at both 410 and 460 °C the (2 x 1) pattern is retained
for up to 1 ML excess Co, but a (1 x 1) pattern of spots begins to form superimposed
on the streaky (2 x 1) pattern, indicating the formation of Co islands. Hence the (2 x 1)
is likely not Co terminated either. Finally for Sb deposition, exposure at 460 °C retains
the (2 x 1) reconstruction even for continued flux well beyond tens of monolayers. This
suggests the surface is Sb stabilized and that at 460 °C an equilibrium between Sb ad-
sorption and desorption is reached and the (2 x 1) remains stable. For Sb deposition at
410 °C the RHEED pattern fully changes from a (2 x 1) to a streaky (1 x 4) after 1-2

ML net flux and retains a stable (1 x 4) pattern indefinitely.

Performing the same experiment for the binary combinations, we find that CoTi
exposure produces a (1 x 1) pattern, CoSb produces a (2 x 1), and TiSb produces a
(2 x 1). These findings suggest that the CoTiSb (2 x 1) surface is Ti-Sb terminated
but may have a slight deficiency in Ti. This Ti-Sb or Sb termination is consistent with
the Mn-Sb termination that has been suggested for NiMnSb [148, 168] and the Mn-Ga

termination that has been observed for the Full Heusler NipMnGa [175].

More generally, the strong dependence of CoTiSb (001) surface reconstruction on Sb
flux and anneal temperature is similar to the dependence observed for conventional I1I-V
compound semiconductor surfaces, e.g. GaAs and GaSb (001). Given the strong struc-
tural similarities between the III-V semiconductors, which typically adopt a zincblende

lattice, and the Half Heusler, in which two of the constituents form a zincblende sub-
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lattice, these findings suggest that the mechanisms for surface reconstructions in Half
Heuslers may also be similar to that of I1I-Vs. For example, the CoTiSb (1 x 4) produced
during Sb-rich conditions may result from an ad-layer of Sb on the surface, analogous to
the fractional monolayer of As that characterizes the GaAs(001)-c¢(4 x 4) surface [176].
The amount of excess Sb on the (1 x 4) is estimated to be on the order of 1 ML because
at 410 °C the (2 x 1) surface changes to the (1 x 4) upon exposure to a net flux of 1-2
ML Sb [Figure 6.2(k)]. Other reconstructions such as the (2 x 1) and ¢(2 x 4) may result
from Sb dimerization at the surface in order to minimize the number of dangling bonds
and satisfy electron counting and charge neutrality, analogous to the As dimerization

observed for the GaAs(001)-(2 x 4) [165].

6.3.2 XPS: bonding and stoichiometry

To investigate composition and bonding at the surface for the various reconstructions,
core levels were measured by photoemission spectroscopy. Figures 6.3(a-c) show the Co
2p, Ti 2p, and Sb 3d core levels for the (1 x 4), (2 x 1), and ¢(2 x 4) surfaces measured
in-situ using Al K« radiation (hv = 1486.7 €V). In order to minimize sample preparation
variations and ensure that the composition of underlying “bulk-like” CoTiSb remained
constant, the same sample was used for both (1 x 4) and (2 x 1) measurements, with
the (2 x 1) produced by subsequent annealing of the (1 x 4). Similarly the same sample
was used for both (2 x 1) and ¢(2 x 4) measurements, with the ¢(2 x 4) produced by
subsequent annealing of the (2 x 1). All core level intensities are normalized to the Co

2p for each reconstruction.
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Figure 6.3. (a-c) XPS core levels for the various reconstructions of CoTiSb(001). All intensities
are normalized to the Co 2p. The upper curves for the (1 x4) (red), (2x 1) (black), and ¢(2 x 4)
(blue) were measured in situ using an Al K« source. The lower curves denoted with an asterisk
(*) were measured on a mixed (2 x 1)/c¢(2 x 4) surface using synchrotron light at energies 905,
575, and 650 eV for the Co 2p, Ti 2p, and Sb 3d respectively. (d) Magnified view of the
Sb 3ds/, component from (c), with the (1 x 4) and (2 x 1) rescaled to the same intensity to
highlight changes in bonding components. (e) Sb/Co and Ti/Co core level intensity ratios for

the three surface reconstructions, showing the changes in composition relative to the (2 x 1).
IX/ICOQp

ﬁ . (f) Sb 4d core level of the (2x1)/c(2x4)
(2x1)

reconstruction measured using synchrotron light at various incident photon energies.

The normalized intensity ratios are given by
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Stoichiometry of the (1 x 4) and (2 x 1)

We first compare the core levels for the (1 x 4) and (2 x 1) reconstructions. In Figure
6.3(a), the main peaks at binding energies of 778 and 792 eV are the spin-orbit split Co
2p3/2 and 2p; /o components respectively. The broad peak shifted to 5 eV higher binding
energy from the Co 2p3/; is a commonly observed satellite that has been attributed to a
2 core hole final state [40, 177]. The shapes of the Co 2p core levels for the (1 x 4) and
(2 x 1) surfaces are indistinguishable to the limits of our experimental resolution (~ 700
meV), indicating similar bonding components. Similarly, in Figure 3(b) the shapes of the
Ti 2p3/2 and 2py o core levels for the (1 x 4) and (2 x 1) are indistinguishable, indicating
similar Ti bonding environments for the two surfaces. Additionally, the normalized Ti 2p
intensities are also nearly equal, indicating a similar surface Ti to Co composition ratio

for the (1 x 4) and (2 x 1) reconstructions.

However, the Sb 3d core level for the (1 x4) reconstruction shows a roughly 60% larger
intensity than the (2 x 1) [Figure 3(c)], indicating a higher concentration of surface Sb.
Furthermore, the Sb 3d for the (1 x 4) shows a small component shifted by 0.1-0.2 eV
to a higher binding energy [Figure 6.3(d)], consistent with an Sb ad-layer on the surface

[176).

For quantitative analysis of the compositions, the integrated intensities of the core
levels are plotted in Figure 6.3(e), where we show the Sb3d/Co2p and Ti2p/Co2p inte-
grated intensity ratios for the (1 x 4), (2 x 1), and ¢(2 x 4) reconstructions. Here each

intensity ratio has been normalized to the same intensity ratio for the (2 x 1) recon-
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X /ICOQP

— X for X = Co 2p, Ti 2p, or Sb 3d. This method of normalization

struction, i.e.
]X/I(le)

removes the kinetic energy dependent instrument factors. Fitting the integrated core
level intensities to an atomic layer attenuation model (see Appendix), these results sug-
gest that the (1 x 4) surface is covered with an excess ad-layer of Sb on the order of 1.5
ML, comparable to the 1 ML suggested by RHEED from the (1 x 4) — (2 x 1) transition

[Figure 6.2(k)].

Bonding in the (2 x 1) and ¢(2 x 4)

Comparing the (2 x 1) and ¢(2 x 4) reconstructions in Figures 6.3(a-~c), to the limits
of our resolution the shapes of the Co 2p, Ti 2p, and Sb 3d core levels are not distin-
guishable for these two reconstructions, indicating similar surface bonding components.
Additionally the relative intensities of the core levels do not change significantly [approx-
imately 10% increased Ti/Co and 10% decreased Sb/Co for the ¢(2 x 4), Figure 6.3(e)],
indicating that the surface compositions of these two reconstructions is similar. These
findings suggest that the differences between the (2 x 1) and ¢(2 x 4) reconstructions are

primarily configurational rather than due to differences in stoichiometry.

To gain further information about the bonding in the (2 x 1) and ¢(2 x 4) reconstruc-
tions, higher resolution core levels for a sample with mixed domains of (2x 1) and ¢(2 x 4)
were measured using synchrotron light. Upon reloading an Sb-capped CoTiSb sample
into vacuum at beamline 1311 of the MAX-Lab Synchrotron facility, this surface was
prepared by annealing at 400 °C until the Sb cap desorbed and a (2 x 1)/¢(2 x 4) LEED

pattern appeared. Figures 6.3(a-c) (lower black) show the Co 2p, Ti 2p, and Sb 3d core
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levels after removal of the Sb cap, using incident photon energies of 905, 575, and 650
eV respectively (corresponding to kinetic energies of 110-130 eV). The peak shapes are
comparable to those measured in-situ in the lab source XPS (upper curves) and no oxide
peaks or components are present, demonstrating that the Sb cap successfully protected

the sample surface.

Depth dependent bonding components were determined by measuring core levels as
a function of incident photon energy. Figure 6.3(f) shows the Sb 4d core level for the
(2x1)/c(2 x 4) surface measured at photon energies of 950 eV (bulk like, mean free path
> 1 nm), 340 eV, and 90 eV (surface sensitive, mean free path ~ 3 A) At hv = 950 eV
we observe two peaks at 31.9 and 33.2 eV, which are the spin-orbit split ds/, and d3/;
components. As the incident photon energy is decreased, a secondary set of components
at lower binding energy appears and gains intensity as the measurement becomes more
sensitive to the surface. This lower binding energy component is consistent with Sb-Sh
dimerization at the surface [178] and is also observed in the Sb 3d core level for the
(2 x 1)/¢(2 x 4) measured using synchrotron light and for the Sb 3d of the (2 x 1)
measured in situ using Al K« [Figure 6.3(e)]. Furthermore, no depth dependent bonding
components were observed for the Co 2p (measured using hv = 905 to 1085 eV) or Ti 2p
core levels (hv = 575 to 755 eV). These findings suggest Sb-Sb dimerization at the CoTiSb
(2x 1) and ¢(2 x 4) surfaces, similar to the As-As dimerization on the GaAs(001)-(2 x 4)

surface.
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Figure 6.4. Filled states STM images, structure models, and tip height profiles for (a-d) the
(2 x 1) and ¢(2 x 4) reconstructions and (e-h) the (1 x 4) reconstruction.

6.3.3 STM and surface reconstruction models

In order to visualize the surface reconstructions in real space, in-situ room temper-
ature STM measurements were performed on each of the reconstructions. Figure 6.4(a)
shows a 30 x 30 nm filled states STM image of a (2 x 1)/¢(2 x 4) terminated CoTiSb
film grown on ErAs/InAlAs/InP. Since ErAs is 4-fold rotationally symmetric, mixed ro-
tational domains of both (2 x 1)/(1 x 2) and ¢(2 x 4)/c(4 x 2) are observed where the
(1 x 2) and ¢(4 x 2) are rotated from the (2 x 1) and ¢(2 x 4) respectively by 90 de-
grees. A number of steps are observed on this surface, each with a height of 2.9 A =
a/2, which corresponds to the spacing between Ti-Sb/Ti-Sb planes (Figure 6.1). All step
edges are (110) type and are predominantly (2 x 1) terminated, suggesting that (2 x 1)

edge terminations are energetically more favorable than ¢(2 x 4) edge terminations.
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Figure 6.4(b) shows a magnified filled states STM image in which both ¢(2 x 4) and
(2 x 1) unit cells are resolved. No clear dependence on sample biases in the range -
1.5 to +1.5 V was observed. Both reconstructions are characterized by clusters with a
periodicity of 8.3 A along [-110], or twice the bulk-spaced unit cell, which are the length
and direction expected for surface Sb dimers (Figure 6.1). Additionally, there is no step

height variation between the two domains.

We briefly summarize the experimental observations of the (2 x 1) and ¢(2 x 4)
surfaces from the previous sections: these two reconstructions are the as-grown and
high temperature annealed reconstructions of CoTiSb(001). From studies of explicit
surface terminations monitored by RHEED [Figure 6.2(k)], they are nominally Ti-Sb
terminated but may be deficient in surface Ti. Core level photoemission measurements
suggest these two reconstructions have nominally the same surface stoichiometry and
bonding components (Figure 6.3), and hence the differences between the two are primarily
configurational. Higher resolution photoemission measurements suggest surface Sb-Sb

dimerization.

Based upon these findings we propose models for the (2 x 1) and ¢(2 x 4) surface
reconstructions in Figure 6.4(c). The models are consistent with all experimental data
and are characterized by Sb dimers, where the Sb dimer bonds are oriented along [-110].
The (2 x 1) consists of rows of dimers oriented along the [110] direction, while the ¢(2 x 4)
consists of a checkerboard pattern of dimers. The amount of Ti at the surface is not clear,
but initial DFT calculations suggest Sb-dimerization is stable for a slightly Ti-deficient

surface, while a stoichiometric TiSb surface would not dimerize and instead retain a
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(1 x 1) surface unit cell (courtesy of A. Roy and A. Janotti). Since the exact surface Ti
occupancy is unclear, surface Ti is denoted by dashed open circles. Figure 6.4(d) shows
a measured tip height profile for the (2 x 1) reconstruction along [-110], showing good

agreement with the model.

One can understand this Sb dimerization and subsequent Ti deficiency in terms of
electron counting. In the simplest picture of Half Heusler bonding, Ti donates its electrons
to Co and Sb to attain a d° configuration. Here, Sb has a fully occupied s*p® configuration
with sp3-like bonding while the Co d is completely filled with d'° configuration [112, 122,
123]. Energetically, the surface would favor Sb-Sb dimerization in order to minimize the
number of Sb dangling bonds. However the creation of Sb dimers would lead to excess
electrons at the surface (2 electrons excess per sp3-sp® dimer). This excess of electrons

can be accommodated by simply removing some of the Ti from the surface layer.

Room temperature STM measurements were also performed on the (1 x 4) surface
[Figure 6.4(e)]. This sample was grown directly on InAlAs/InP(001) and hence no 90
degree rotational domains are observed. In addition to the (1 x 4), small domains of the
(2 x 1) reconstruction are also observed primarily at [110] step edges, suggesting that
(2x 1) termination at [110] edges may be energetically more favorable. Steps between two
(1x4) regions have height of 2.9 A = /2, just as observed for steps on the (2x1)/c(2x4)
surface. However, the height difference between the (1 x 4) and (2 x 1) domains is 1.5
A = a/4 (Figure 6.5), consistent with the height expected for an ad-layer of Sb. Figure
6.4(f) shows a magnified filled states image of a (1 x 4) region. The (1 x 4) unit cell is

characterized by three atoms oriented along [110] followed by a trench.
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Figure 6.5. Filled states STM image (top) and line profile (bottom) showing the interfaces
between domains with (2 x 1) surface reconstruction and Sb-rich (1 x 4) reconstruction. The
step height between (2 x 1) and (1 x 4) domains is a/4.
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We briefly summarize the experimental observations of the (1x4) surface. This surface
is produced by annealing with a high Sb flux. Surface termination experiments in the
MBE [Figure 6.2(k)] and core level photoemission measurements [Figure 6.3] suggest that
compared to the (2 x 1) surface, the (1 x 4) has an excess ad-layer of Sb on the order of 1
ML. Analysis of the Sb 3d core level suggests that this surface has a metallic Sb bonding

component.

Based on these measurements a model for the (1 x 4) reconstruction is proposed in
Figure 6.4(g). The model is characterized by rows of 3 Sb atoms on top of the TiSb-
terminated (or slightly Ti deficient) surface followed by a trench, corresponding to a 0.75
ML fractional Sb coverage for the (1 x 4) reconstruction. A measured tip height profile
is shown in Figure 6.4(h), showing good agreement with the model. Note the asymmetry

is caused by the STM tip raster direction.

This 0.75 ML model coverage is consistent with the 1ML estimated from the flux
required for the (2 x 1) — (1 x 4) transition [Figure 6.2(k)] and consistent with the STM
measured step height of a/4 between (1 x 4) and (2 x 1) regions. Note that if the amount
of excess Sb on the surface were greater than 1 ML, then the step height between these
two region would be expected to be larger than a/4 (assuming that the areal density of an
Sb ad-layer cannot exceed 1 ML = 5.78 x 10 atoms/cm?). However, the model 0.75 ML
coverage is less than the 1.5 ML estimated by XPS. This discrepancy may arise from the
method of sample preparation. The (1 x4) was prepared by annealing with a high Sb flux
and then shuttering the Sb and rapidly quenching to room temperature while monitoring

the RHEED pattern. During this quench, some residual Sb may have adsorbed on the
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surface. These small regions of Sb cap would be difficult to distinguish in the overall
(1 x 4) pattern observed by RHEED during the quench. Hence the macroscopically
averaged Sb composition measured by XPS may be larger than the local composition of

the (1 x 4) regions measured by STM.

Electronic structure of the reconstructions

These reconstructions are also distinguishable by their electronic structures. Figure
6.6(a) shows an angle integrated photoemission spectrum of the valence band for the
(2x1)/e(2 x 4) surface measured using synchrotron light with an incident photon energy
of 70 eV, corresponding to a photoelectron mean free path on the order of 5 A (roughly
2 atomic bilayers). The measured spectrum is in general agreement with the calculated
valence band density of states [28], with peaks at binding energies of 3.1 and 1.5 eV
corresponding to Co 3d ¢y, and e, states. Additionally, an intense shoulder is observed
extending from 1.2 to 0.8 eV, corresponding to Ti ty, states, followed by a steep edge
from 0.8 to 0.6 eV and a shallow shoulder of states from 0.6 eV to the Fermi level (0
eV). Similar features near the Fermi level have previously been observed by high energy
XPS for bulk polycrystalline samples of both CoTiSb and NiTiSn, with the steep edge
attributed to the valence band edge and the states at the Fermi level attributed to in-gap
defect states [146, 158]. Defect states within the gap may be a possible explanation for
the observed states at the Fermi level in our CoTiSb(001) films. But given the high
surface sensitivity of the present measurement, the states near the Fermi level may also

be surface related.
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Figure 6.6. (a) XPS of the valence band at a photon energy of 70 eV. (b) STS differential
conductance (dI/dV) curves for the nominally stoichiometric (2 x 1)/¢(2 x 4) surface and for
the Sb-rich (1 x 4) surface.

Figure 6.6(b) shows STS differential conductance (dI/dV) curves measured for the
(1 x4) and (2 x 1)/c(2 x 4) surfaces, which we use to distinguish the contributions from
surface states. Each curve was averaged over more than 15 individual point spectra. The
dI/dV curves are roughly proportional to the local density of states, where the sample
bias in V corresponds to energy in eV and zero bias corresponds to the Fermi level [179].
Through a comparison of the two spectra and a tangent line construction we estimate

positions for the bulk valence and conduction band edges [179].

Three distinct regions of the spectra are observed. For biases less than -0.7 V, both
(1 x4) and (2 x 1)/c(2 x 4) spectra show a very steep negative slope. This -0.7 V bias
corresponds roughly to the steep edge of states observed by photoemission [Figure 6.6(a)],
presumably reflecting the bulk valence band edge. Above 0.5 V bias, the two spectra
also show similar behavior with a shoulder of states from 0.5 to 0.7 V and a sharp rise

of states above 0.7 eV.
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However, in the region around the Fermi level from -0.7 V to 0.5 V, the two surfaces
are distinguishable from one another. While the (2 x 1)/¢(2 x 4) is pseudo gapped at
the Fermi level, the (1 x 4) shows no evidence of a gap, consistent with a metallic ad-
layer of Sb on the (1 x 4) surface. Since the bulk band structure of CoTiSb should
be unaffected by the particular surface reconstruction, these results suggest that bulk
CoTiSb is semiconducting, with a valence band maximum near -0.7 V and conduction
band minimum near 0.5 V. The corresponding bulk bandgap of 1.2 eV is slightly larger
than the 1.0 to 1.1 eV bandgap expected from DFT [112]. This discrepancy may be caused
by tip induced band bending, which would cause the measured STS gap to overestimate
the real gap. However, we caution that due to the nonzero density of states over a fairly
broad range, the determination of either band edge from a tangent construction is not

so clear.

6.4 NiTiSn(001) surfaces

6.4.1 Surface structure by LEED and STM

NiTiSn surfaces show similar reconstruction behavior as CoTiSh. Figure 6.7(a) shows
a LEED pattern of a (2 x 1) NiTiSn film grown on ErAs/InGaAs/InP(001). Due to the
4-fold rotational symmetry of the ErAs diffusion barrier, mixed domains of the (2 x
1) rotated 90 degrees from one another are observed. Contributions from these two
rotational domains are denoted by the red and blue spots in the schematic LEED pattern

at the bottom of Figure 6.7(a). Upon further annealing to 500°C with no excess Sn flux
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Figure 6.7. (a) LEED pattern measured at 42 eV for as-grown NiTiSn(001) surface (Tyrowth =
400°C) showing a (2 x 1) surface reconstruction with two rotational domains. (b) LEED pattern
measured at 68 eV following an anneal at 500°C showing a ¢(2 x 4) reconstruction. Schematics
of the LEED patterns showing the contributions from the two rotational domains are shown
below.

the surface exhibits a ¢(2 x 4) [Figure 6.7(b)], just as observed for CoTiSb. We have
not yet observed a third reconstruction for annealing under Sn-rich conditions, which
could be analogous to the CoTiSb (1 x 4). Further experiments are needed to determine

whether excess Sn induces a third reconstruction before simply capping the surface.

Figure 6.8(a) shows a filled states STM image of the (2 x 1) NiTiSn film grown on
ErAs/InGaAs/InP(001). Although the NiTiSn is rougher than the CoTiSb films, for
small scan areas the 2x periodicity of the (2 x 1) surface unit cell is resolved. However,

from these images it is not clear whether the surface has Sn-Sn dimers, analogous to the

Sb-Sb dimers proposed for the CoTiSb (2 x 1) and ¢(2 x 4). Additionally, unlike the
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Figure 6.8. (a) Filled states STM image of the NiTiSn (2 x 1) surface. The (2 x 1) surface
unit cell is marked in the insert. (b) STS I-V and (c) dI/dV curves for the (2 x 1) surface,
indicating metallic behavior.

(2 x 1) CoTiSbh surface, initial scanning tunneling spectroscopy measurements for the
(2 x 1) NiTiSn surface show a finite density of states at the Fermi level, indicating a
metallic surface [Figure 6.8(b,c)]. However we have only performed STS on one NiTiSn

sample and further investigations are needed.

Figure 6.9 shows in-situ XPS measurements of the Ni 2p, Ti 2p, and Sn 3d core levels
for a NiTiSn (2 x 1) sample measured using an Al K« X-ray source (hv = 1486.7 eV).
Measurements of the the Ni 2p and Ti 2p [Figure 6.9(a,b)] show the expected spin-split
p3/2 and py /o peaks. A broad satellite is also observed for the Ni 2p at a binding energy
of 861 eV (labeled A), which is attributed to final state effects [180]. For the Sn 3d

[Figure 6.9(c)] we observe the spin split ds/» and d3/, peaks. But due to the limited
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Figure 6.9. (a-c) Ni 2p, Ti 2p, and Sn 3d photoemission core levels respectively for a NiTiSn
(001)-(2 x 1) sample measured using an Al Ka x-ray source. (d) Gaussian-Lorentzian fit to
the Sn 3d core level. The measured spectrum is shown in black, while the fitted ds/, and ds
components are in blue and green respectively. The background is in gray, and the total fit is
in red. No secondary components are resolved, and higher resolution spectra may be required
to determine whether secondary bonding components exist.

experimental resolution using the Al K« source (about 700 meV) and the inability to
vary the incident photon energy, from these measurements it is difficult to determine
whether any secondary Sn bonding components exist. As shown in Figure 6.9(d), the
measured Sn 3d spectra can be reasonably fit to single component Gaussian-Lorentzian

functions.

Thus from these initial LEED, STM, and XPS measurements it is difficult to comment

on the atomic structure of the NiTiSn(001) surface reconstructions. Like CoTiSb(001),
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NiTiSn(001) also exhibits a (2 x 1) and a ¢(2 x 4) reconstruction, with the ¢(2 x 4)
occurring for high temperature anneals with no excess Sn. Based on these similarities we
suspect that the NiTiSn reconstructions may be characterized by Sn-Sn dimers, similar
to the Sb-Sb dimers proposed for the CoTiSb (2 x 1) and ¢(2 x 4). However, the spatial
resolution of the STM images in Figure 6.8 and the energy resolution of the in-situ XPS

core levels in Figure 6.9 do not give definitive proof.

6.4.2 Challenges of capping and decapping for high resolution

photoemission spectroscopy

To gain more information on the NiTiSn surface reconstructions we have attempted
higher resolution photoemission measurements using synchrotron light. In the case of
CoTiSh, the synchrotron photoemission measurements made possible by the fact that
we could cap the CoTiSb surface with Sb to protect it during transfer through air, and
that we could remove the Sb cap and recover the original surface by simply annealing

the sample.

Here we explore Sn capping as a means of protecting the NiTiSn surfaces for high
resolution photoemission measurements. Sn was chosen as the capping material because
it is one of the constituents of NiTiSn, and of the three constituents has the largest
vapor pressure, hence it should be the one to thermally desorb most easily. Furthermore,
in the Ni-Ti-Sn ternary phase diagram there is a tie-line between NiTiSn and Sn [181],
meaning that NiTiSn and Sn are thermodynamically stable with one another and no

additional phases are expected to form at their interface. However, note that since Sn is
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not as volatile as Sb, it is expected that higher temperatures may be required to remove
Sn caps from NiTiSn than Sb caps from CoTiSb. Commonly used III-V semiconductor
capping materials such as Sb and As were not used because As-NiTiSn reactions were
found to occur at the interface as measured by in-situ XPS, and similar reactions are

expected for Sb-NiTiSn.

NiTiSn films with thickness 25-50 nm were grown on MgO(001) substrates as de-
scribed in Chapter 5. After following growth the samples were cooled to -30 °C and
capped with 5-10 nm Sn. Samples were then removed from vacuum and transferred
through air to the MAX-Lab synchrotron facility in Lund, Sweden. After reloading the
samples in vacuum at beamline 1311, we explored two methods for removing the Sn cap:

annealing and argon sputtering.

We first examine annealing as a method for removing the Sn cap. After reloading
into UHV the capped samples were annealed and characterized by microbeam low energy
electron diffraction (WLEED) and spectroscopic photoemission and low energy electron
micrsocopy (SPELEEM). Figure 6.10(a) shows a mirror-mode low energy electron mi-
crograph (MEM), and Figure 4(b) shows an X-ray photoemission electron micrograph
(XPEEM) tuned to the Sn 4d core level, for a sample after a 400 °C anneal in UHV.
The surface is characterized by 300-500 nm diameter Sn-rich islands that are spaced 1-5
microns apart. In the regions between the Sn-rich islands, very faint Ni 3p and Ti 3p
core levels are observed in addition to intense Sn 4d levels. The Ni 3p and Ti 3p have low
intensities due to their small cross section at these energies relative to Sn 4d (o3, = 0.9

Mbarn at hv = 70 eV, orpiz, = 0.8 Mbarn at hv = 150 eV, and ogpsg = 24 Mbarn at
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(a) MEM 400°C (b) XPEEM Sn 4d 400°C

Figure 6.10. SPELEEM micrographs and yLEED patterns during the anneal removal of an
Sn cap from the NiTiSn surface. (a) Mirror electron mode image following a 400 °C anneal,
and (b) X-ray photoemission image at the Sn 4d binding energy following a 400 °C anneal.
(c,d) pLEED patterns for an exposed NiTiSn region and a Sn droplet region. Reprinted with
permission from [110]. Copyright 2013 American Institute of Physics.
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hv = 70 eV). This suggests that upon annealing to 400°C the Sn cap begins to dewet
and ball up into islands. Upon further annealing to 600°C the Sn islands grow and are

spaced roughly 20 microns apart.

Using pLEED with a 5 micron diameter spot, a mixed (2 x 1) /(1 x2) reconstruction is
observed in the regions between Sn islands [Figure 6.10(c)], consistent with the RHEED
and LEED patterns observed for NiTiSn samples before capping. The Sn-rich islands are
clearly distinguishable from the matrix region by their uLEED pattern [Figure 6.10(d)],
however their exact composition is not known. This suggests that some of the regions
between the Sn islands may be clean NiTiSn, however other regions between the Sn
islands appear to be dewetting or decomposing as Mg 2p core levels are measured in
some of these regions. Further anneals above 650°C were not sufficient to completely
remove the residual Sn islands without dewetting or decomposing the entire NiTiSn film.
However, using a focused light source with sufficient flux it may be possible to perform
nanoARPES or nanoXPS measurements on the clean NiTiSn regions between islands
[182, 183]. Unfortunately, due to the present limits in spatial resolution at beamline 1311,

high resolution photoemission measurements between the islands were not obtained.

We next explore argon sputtering as a method to completely remove the Sn cap.
Figure 6.11 shows the Sn 3d, Ni 2p, and Ti 2p core levels measured at various stages
before and after the capping and cap removal process by argon sputtering at 1kV with no
external heating. The before capping spectra were measured on a NiTiSn sample in-situ
immediately following growth using a laboratory Al K« light source that is connected

to the MBE growth chamber (bottom curves, same spectra as Figure 6.11). The spectra

170



(a) Ni 2p (b) Ti2p
p1/2 p3/2
3 3
S 8 [cleaned
) 2
B S ox
c c
L L
£ £
|in-situ 1/n-situ
870 860 850 465 460 455 450
binding energy (eV) binding energy (eV)
(c) Sn 3d d,, 1(d) Ti2p
- ©
5 o
: ©
L S
= I
5 =
©
8 £
— —
4= )
c
495 490 485
binding energy (eV) sputter time (min)

Figure 6.11. (a-c) XPS core levels for a NiTiSn sample before the Sn cap, after the Sn cap,
and after sputter removal of the Sn cap. The before cap spectra were measured in-situ using
an Al K source (hr = 1486.6 V). The Sn cap and sputter cleaned spectra were measured using
synchrotron light with incident photon energies of 610 eV for Sn 3d, 980 eV for Ni 2p, and 580
for Ti 2p such that the kinetic energy was held roughly constant at 120 eV. (d) Integrated core
level intensities as a function of sputter time. Reprinted with permission from [110]. Copyright
2013 American Institute of Physics.
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show no signs of oxidation and serve as a baseline for comparison with spectra after

capping and sputter cleaning.

After reloading the samples into UHV, the Sn cap and sputter cleaned spectra were
measured using synchrotron light with energies hv = 980 eV for Ni 2p, hv = 580 eV for
Ti 2p, and hrv = 610 eV for Sn 3d. These incident photon energies were chosen such
that the kinetic energy of the photoelectrons was held roughly constant at approximately
120 eV for each of the core levels, corresponding to a mean free path on the order of 5
A (approximately 2 atomic bilayers). For the spectra of the Sn capped sample before
sputter cleaning, the Sn 3d is dominated by strong oxide peaks shifted towards higher
binding energy, consistent with an oxidized Sn cap. Oxide peaks are also observed for the
Ti 2p, suggesting Ti oxidation at the Sn/NiTiSn interface. No oxide peaks are observed
for the Ni 2p, and only a very faint unoxidized Ni 2ps/, component is observed. These
observations suggest the NiTiSn surface is almost completely covered with Sn but there
may be small pinholes or grain boundaries through which oxygen was able to diffuse and
bond to Ti. Usage of a thicker Sn cap may help prevent Ti oxidation at the Sn/NiTiSn

interface.

Upon sputtering, both Sn 3d-oxide and Ti 2p-oxide peaks decrease and are almost
completely removed after 15 minutes [Figure 6.11(c)]. 15 minutes also coincides with the
appearance of unoxidized Ti 2p, Ni 2p, and Sn 3d peaks, suggesting the removal of the

oxidized Sn cap and appearance of a clean NiTiSn film [Figure 6.11(d)].

With continued sputter time beyond 15 minutes the intensities of the Ni 2p and Sn

3d peaks remain roughly constant, but the intensity of the Ti 2p increases. This suggests
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a preferential sputtering effect or a segregation of Ti to the surface. Due to this increase
in Ti 2p intensity even after the Sn cap removal, the surface most likely resembles the
stoichiometry of the original NiTiSn surface just after the initial removal of the Sn cap,
i.e. around 15-20 minutes of sputtering. The red curves in Figure 6.11 show the sample
after 20 minutes of sputter cleaning. No oxide peaks are observed and the peak shapes
are similar to those measured in-situ before capping. Both Ni 2p and Sn 3d can be fit
well to single peak Gaussian/Lorentzian functions. However, note that argon sputtering
damages the sample surface, as no LEED pattern was observed for the films after sputter
cleaning and subsequent annealing. Thus argon sputtering is not to be an acceptable
means of removing the Sn cap from the NiTiSn surface. This is in contrast to annealing
alone, which left residual Sn islands on the surface but did produce uLEED patterns

between the islands.

6.5 Conclusions

In summary, we have measured the periodicity, bonding, and electronic structure of
the Half Heusler CoTiSb(001) and NiTiSn(001) surfaces. For CoTiSb(001), we observe
three surface reconstructions that vary with Sb flux and anneal temperature, similar to
the reconstruction behavior for the (001) surfaces of zincblende compound semiconduc-
tors. Using in-situ and synchrotron based photoemission spectroscopy, we showed that
the (1 x 4) reconstructions is characterized by an ad layer of Sb, while the (2 x 1) and
¢(2 x 4) are likely characterized by Sb dimers. Using STM/STS we imaged the surface

reconstructions in real space and showed that they are electronically distinguishable, with
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the (2 x 1) and ¢(2 x 4) producing a pseudo-gapped density of states and the (1 x 4)
producing a metallic density of states. Based upon these measurements we proposed
atomic models for the CoTiSb(001) reconstructions and commented on their stability

using electron counting.

Of special note is that the synchrotron photoemission measurements were enabled
by the fact that we could cap the CoTiSb. We demonstrated that Sb caps protect the
CoTiSb surfaces for transfer through air, and once reloaded into vacuum the Sb caps can
be readily removed by annealing to produce clean (2 x 1) or ¢(2 x 4) surfaces for surface
sensitive photoemission measurements. Note that it is more difficult to reproducibly
anneal to the Sb-rich (1 x 4): doing so without the aid of an Sb source during decapping
requires very careful control of decapping temperature such that the cap is removed
without annealing too hot and producing a (2 x 1). In the next chapter we rely on this
capping and decapping scheme to measure the electronic bandstructure of CoTiSb using

angle-resolved photoemission spectroscopy (ARPES).

For the NiTiSn(001) surfaces we observe similar reconstruction behavior as for Co-
TiSb. NiTiSn(001) also exhibits (2 x 1) and ¢(2 x 4) reconstructions, with the ¢(2 x 4)
appearing for higher temperature anneals. We suspect that these two reconstructions
are characterized by surface Sn-Sn dimerization, similar to the Sb-Sb dimerization sug-
gested for the corresponding CoTiSb reconstructions. However, measurements of the Sn
core levels using a standard lab based Al K« source did not have sufficient resolution to

determine whether a distinct surface Sn bonding component exists.

We explored Sn capping as a method for protecting the NiTiSn surfaces for syn-
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chrotron photoemission measurements. However, it was found that due to the low
volatility of Sn, the caps could not be completely removed by annealing and instead
formed droplets of Sn on the surface. Between the droplets we observed (2 x 1) regions
by pLEED, suggesting that these regions may be clean NiTiSn that could in principle be
measured in photoemission using a light source with a sufficiently focused beam. We also
explored argon sputtering as a method to remove the cap. We found that argon could
remove the Sn cap and reveal a surface that is oxide free; however the sputter induced
damage was so great that the resulting film did not have a well resolved LEED pattern.

Further anneals were not successful in recovering a LEED pattern.

Beyond the atomic structure and bonding at Half Heusler surfaces, this chapter es-
tablishes the prerequisites for understanding the electronic structure at Half Heusler
surfaces. From the measurements we have proposed atomic models for the CoTiSh sur-
face reconstructions, and in the next chapter we will use these models as starting points

for calculations of the surface electronic structure of CoTiSb(001).
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Chapter 7

Electronic structure of CoTiSb

7.1 Introduction

In this chapter we use angle-resolved photoemission spectroscopy (ARPES) to mea-
sure both the bulk (k,) and surface (k,,k,) electronic structure of CoTiSb(001) films.
Recall that DFT-GGA calculations suggest CoTiSb has a valence band maximum at I’
and conduction band minimum at X, leading to an indirect gap of approximately 1 eV

(Figure 7.1).

Samples were grown by MBE as described in Chapter 5 and consisted of CoTiSb(10nm)
/ InAlAs / InP(001). After growth samples were capped with a few hundred nanometers
of Sb at a substrate temperature of 150 — 200°C. After transporting samples through air
and reloading them into vacuum at beamline 14 of the MAX-Lab Synchrotron facility
in Lund, Sweden, samples were decapped in vacuum by annealing at 350 — 400°C until

a (2 x 1) or ¢(2 x 4) pattern was observed by LEED. Cap removal was confirmed by
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Figure 7.1. Calculated bandstructure for CoTiSb (DFT-GGA). The zero in energy is refer-
enced to the top of the valence band. Courtesy of A. Janotti and A. Roy.

measurements of shallow core levels in photoemission.

7.2 Normal emission for (001): Bulk ' — X

In Figure 7.2 we show normal emission measurements for a ¢(2 x 4) terminated Co-
TiSb (001) sample. The ¢(2 x 4) was chosen because it is the most repeatable surface
that can be produced by annealing Sb-capped CoTiSb. At normal emission varying
the incident photon energy corresponds to varying the prependicular component of mo-
mentum k, along the I' — X direction of the bulk Brillouin zone [Figure 7.2(d)]. The
data are plotted in two forms. In Figure 7.2(a) we show the energy dispersion curves

measured using incident photon energies from 14 to 178 eV. In Figure 7.2(b) we re-plot
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the photoemission intensity as a function of binding energy and final state momentum.

The final state momentum was calculated assuming free-electron-like final states, i.e.

k, = \/Qm/hQ(Ekm + Up), with an inner potential of Uy = 12.0 eV. Here the inner po-
tential was used as an adjustable parameter to match the periodicity of measured bands

[47].

In the data two types of states are observed. The first type disperses with photon
energy and results from bulk states. The k, values for reaching the bulk I' point (k, =
6.41,4.27,2.14 A=) correspond to photon energies of 150, 62, and just below 14 eV. At
these points the bulk valence band reaches a maximum of 0.8 eV below the Fermi level
(Ep = 0), in reasonable agreement with the 0.7 eV valence band edge estimated by STS
and angle-integrated XPS. The k. values for bulk X (k, = 5.21,5.34 A~!) correspond to
photon energies of 31 and 102 eV, where the bands disperse to 1.6 and 2.3 eV below the
Fermi level. No bulk states are observed crossing the Fermi level, suggesting that the

CoTiSb film has a bulk bandgap.

A second type of state is observed at binding energies of 0.4 and 0.6 eV (labeled sl
and s2 and denoted by arrows). These states do not disperse with incident photon energy
(or k.), but they do have in-plane (k,,k,) dispersions [Figure 7.2(e,f)]. Hence they are
surface states that reside within the bulk bandgap, and they have increased intensity
when they are in resonance with the bulk I' points. We return to a discussion of the

surface states in the next section.

Figure 7.2(c) shows the measured bulk I' — X dispersions plotted with the calculated

bulk bandstructure. Reasonable agreement between the measurement and theory is ob-
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Figure 7.2. Normal emission measurements for CoTiSb (001). (a) Energy dispersion curves
as a function of incident photon energy, which probes along the I' — X direction of the bulk
Brillouin zone. (b) Photoemission intensity as a function of binding energy and final state
momentum assuming free-electron-like final states. (c) Comparison with the DFT-GGA calcu-
lated bandstructure (dotted red lines). (d) Schematic of the bulk and surface Brillouin zones,
showing sections through bulk I" and X. (e) In-plane dispersion for hv = 70 eV, near the bulk
I'. (f) In-plane dispersion for hv = 100 eV, near the bulk X.
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served at high photon energies; however, there are several departures are worthy of note.
For the lowest photon energies (hv < 20 eV, k, < 2.7 A‘l) the measured bands appear
to be shifted to higher k., values than theory. This is likely because the assumption of
free-electron-like final states is not valid when the kinetic energy of the photoelectons
(< 15 eV) is of similar magnitude as the inner potential (12 eV) [40]. At these low pho-
ton energies a more sophisticated model of the final states is required to find the correct
values of k,. Additionally, at the high photon energy I' point (hv = 150 eV, k, = 6.
A‘l) we observe an increased spectral intensity at binding energies in the range 1.5 to 2.0
eV, which does not correspond to any expected bands at a [ point. Here the measured
intensity may arise from surface Umklapp scattering from an X point in a neighboring
Brillouin zone. Surface Umpklapp is often observed in ARPES measurements of other
fce based crystals, e.g. Si [40]. Finally, the measured bandwidth is slightly shallower

than theory.

The in-plane dispersion in Figure 7.2 (e) and (f) also roughly correspond to high
symmetry bulk directions. In Figure 7.2(e), for a photon energy of 70 eV the in-plane
(kg, k) correspond approximately to a plane just above the I' — K — W — X plane in
the bulk Brillouin zone just above the bulk I" point [Figure 7.2(f)]. Here the in-plane
[ — X; direction corresponds approximately to the bulk I' — K, and the downward
dispersing band from 0.8 eV to about 1.3 eV is in good agreement with theory (Figure
7.1). Similarly, in Figure 7.2(f) the photon energy of 100 eV corresponds nearly to a

plane that contains a bulk X point, and here the surface I' — X; maps onto bulk X — U.

The Fermi level position measured by ARPES suggests surface band bending/pinning
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by surface states. In our ARPES measurements, in which the kinetic energies of the
photoelectrons correspond to a mean free path on the order of a few monolayers, we
measure a surface Fermi level position that is 0.8 eV above the valence band maximum.
DFT-GGA predicts a bandgap of 1.1 eV, suggesting a mid-gap position of the Fermi
level at the surface. However, Hall effect measurements for CoTiSb samples show n-type

bulk carrier densities in the high 107 cm™3

range, which would suggest a bulk Fermi
level position much closer to the conduction band edge. Here the band bending could be

caused by the surface states that we observe at 0.4 and 0.6 eV.

7.3 Surface states for the ¢(2 x 4) reconstruction

Further investigations of the CoTiSb(001) — ¢(2 x 4) surface states were explored by
measuring the in-plane dispersions. Figures 7.3(a,c) show a Fermi surface and dispersions
along the high symmetry surface directions measured using an incident photon energy of
100 eV. The high symmetry directions in the surface Brillouin zone are labeled in Figure
7.3(e). Below the valence band maximum at 0.8 eV the states are mostly bulk-like. In
the bulk bandgap, starting from I' the state at 0.4 eV at turns upward and crosses the
Fermi level at X, while the state at 0.6 eV disperses downward and terminates at bulk
states before reaching X;. At a photon energy of 100 eV the surface state dispersion

along I' — X, is not as clear.

Figures 7.3(b) and (d) show a Fermi surface and in-plane dispersions respectively

measured using an incident photon energy of 40 eV, which gives a higher sensitivity
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Figure 7.3. In-plane dispersions (E vs. k;, k) and Fermi surfaces (slice of kg, k,, at the Fermi
energy) for the CoTiSb(001)-¢(2 x 4) surface measured using incident photon energies of 100
eV (a and c¢), and 40 eV (b and e). Measurements at 40 eV show a higher sensitivity to surface
states. (a) In-plane dispersions along all the high symmetry surface directions, measured at
hv =100 eV. (b) In-plane dispersions along I'— X; and I'— X5 measured at hv = 40 eV, showing
the crossings at X and half way between I' and X5. (c¢) Three-dimensional representation of the
Fermi surface and in-plane dispersions measured at hv = 100 eV. (d) Fermi surface measured
at hv = 40 eV. Surface states cross the Fermi level at the X points as well as half way between
[ and X». (d) Schematic of the bulk and surface Brillouin zones. (f) Schematic of the Fermi
surface, highlighting the ¢(2x4) periodicity of the surface states. Note that from this periodicity
we also expect states to cross the Fermi level at M. However, in the measurement from panel
(d), these states are not observed, likely due to a matrix effect.
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to the surface. Here again the surface state with minimum of 0.4 eV disperses along
upward to reach a maximum at X, but it is found to disperse along I' — X, with half
the periodicity, i.e. the state at 0.4 eV at ' turns upward and reaches a maximum half
way between I' and X5, then turns downward to reach a minimum at X,. Figure 7.3(f)
shows a schematic of the Fermi surface, highlighting the ¢(2 x 4) periodicity of surface
states. Note that for the Fermi surface at hv = 40 eV in Figure 7.3(d) the state at M is
not visible but that it does appear faintly for the Fermi surface at hv = 100 eV in Figure
7.3(c). This is likely due to a matrix effect, and for emphasis the M states are denoted

by dotted lines in Figure 7.3(f).

Ongoing work is aimed at comparing the measured surface state band dispersions

with the dispersions expected from the Sb dimer reconstruction models in Chapter 6.

7.4 Normal emission for (111): bulk ' — L

Bulk band dispersions were also measured for the CoTiSb (111) surface. Here, 10
nm CoTiSb films were grown on InAlAs/InP(111). For the (111) surface, varying photon
energies at normal emission corresponds to traversing a reciprocal lattice rod along the I'—
L direction of the bulk Brillouin zone. Figure 7.4 shows normal emission measurements
for a CoTiSb sample grown on InAlAs/InP:S(111). Again the data are plotted in two
forms. Figure 7.4(a) shows energy dispersion curves for incident photon energies from
14 to 180 eV. Figure 7.4(b) shows the photoemission intensity as a function of binding

energy and final state momentum assuming free-electron-like final states and an inner
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Figure 7.4. Normal emission measurements for CoTiSb (111). (a) Energy dispersion curves
as a function of incident photon energy, which probes along the I' — L direction of the bulk
Brillouin zone. (b) Photoemission intensity as a function of binding energy and final state
momentum assuming free-electron-like final states. (c) Comparison with theory (dotted red
lines). (d) Schematic of the bulk Brillouin zone showing sections through bulk I" and L. (e)
In-plane dispersion for hv = 47 eV, near the bulk I'. (f) In-plane dispersion for hv = 74 eV,
near the bulk L.
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potential of 12.0 eV. The agreement with theory in Figure 7.4(c) is good, with maxima
observed at I' and broad minima observed at L. However, like the I' — X dispersion
from figure 7.2, the measured I' — L dispersion in Figure 7.4 is shallower than theory.
Figures 7.4(e) and (f) plot the in-plane dispersions for photon energies that correspond
approximately to planes crossing through the bulk I' and bulk L points respectively.

These planes are illustrated in Figure 7.4(d).

7.5 Conclusions

In this chapter we demonstrated the first ARPES measurements for a semiconducting
Half Heusler compound. Using an Sb capping and decapping scheme to protect the
sample surfaces, we measured the bulk and surface bandstructures for CoTiSb (001) and
(111) films. Normal emission scans along for the (001) films yield bulk I' — X dispersions
that agree with density functional theory calculations, with a valence band maximum at
' that lies roughly 0.8 eV below the Fermi level. From normal emission scans for (111)
oriented films we also extract the I'— L bulk dispersions, which are also in good agreement

with theory. These measurements confirm that CoTiSb is a bulk semiconductor.

The CoTiSb(001)-¢(2 x 4) also has surface states within the bulk bandgap. These
surface states cross the Fermi energy at X; and half way between I' and X5, and their
periodicity matches the ¢(2 x 4) atomic periodicity measured by LEED. Ongoing work
is aimed at comparing the measured surface state dispersions with theory based on the

surface reconstruction model proposed in Chapter 6. These surface state calculations
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will serve as a test of the accuracy of our reconstruction models.
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Chapter 8

NisTiSn/NiTiSn nanocomposites for

potential thermoelectric applications

8.1 Introduction to Half Heusler thermoelectrics

Thermoelectric materials, which enable solid-state conversion between thermal and
electrical energy, show great promise for applications in power generation (e.g. from waste
heat recovery) as well as both heating and refrigeration. These materials are characterized
by a dimensionless figure of merit, ZT = (S%0/k)T, where S is the Seebeck coefficient,
o is the electrical conductivity, and x is the thermal conductivity. Here the electronic
information is contained primarily in the numerator S?c (often called the power factor),
while the thermal information is carried in the denominator. The semiconducting Half
Heusler compounds are good candidate thermoelectric materials because they have a

large electronic term. The strong d character at their band edges gives rise to sharp
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peaks in the density of states, and when combined with small bandgaps (typically 1
eV or less), these materials exhibit both high Seebeck coefficients and high electrical
conductivity. Additionally many of the Half Heuslers are stable at high temperatures
and are composed of elements with high Earth abundance and low toxicity, making them

scalable and able to perform in real environments.

In the previous chapters we showed that growth by MBE produces semiconducting
Half Heusler films with high electron mobility and low background carrier density as
compared to their bulk counterparts. This is especially important for thermoelectrics
because for many materials Z7 is maximized for carrier densities in the range 10 —10%
cm ™3 [184]. While these densities are lower than the background carrier density for most
bulk Half Heuslers, the densities are well within the range achievable for MBE grown

Half Heusler films.

One challenge is that Half Heuslers, like most intermetallics, also have large thermal
conductivities (k = Ke + Kiq¢). While the electronic component of thermal conductivity
ke is inherently tied to electrical conductivity o via Wiedemann—Franz law, in some
cases the lattice component kj,; can be tuned somewhat independently of o, e.g. by
nanostructuring. Previous work in the RE-V/III-V systems (the subject of Chapters 3
and 4) has shown that the inclusion of metallic RE-V nanoparticles embedded coherently
within a semiconducting ITI-V matrix can substantially reduce k;,; without sacrificing o,
hence increasing Z7T. Here the coherent nanoparticle/matrix interfaces scatter phonons

but contribute minimally to electron scattering [185].

The Full Heusler / Half Heusler NiyTiSn/NiTiSn system shows similar promise for
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Figure 8.1. Isothermal ternary phase diagrams at 800°C for (a) Er-Ga-Sb and (b) Ni-Ti-Sn.
After Refs.[56, 186]. Due to the close crystal symmetry it may be possible to phase segregate
metallic NigTiSn precipitates from a semiconducting NiTiSn matrix, similar to what we have
previously demonstrated for ErSb/GaShb.

coherent nanostructuring. While NiyTiSn is metallic with Full Heusler structure and
NiTiSn is semiconducting with Half Heusler structure, the two are related simply by
removal of one of the Ni sublattices and have a reasonably small lattice mismatch of
3%. Furthermore like the RE-V/III-Vs, Ni;TiSn and NiTiSn are tie line compounds as
shown in the ternary phase diagram, suggesting that they are thermodynamically stable
in contact with one another (Figure 8.1). Indeed, work on bulk samples has shown
that it is possible to precipitate NisTiSn from NiTiSn with coherent interfaces [187],
and the resulting nanostructured material shows improved thermoelectric performance
[188, 189]. However, in these bulk materials it has been difficult to control the size,
shape, and distribution of the Full Heusler precipitates, which are important parameters

for tuning ZT.
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Here we explore MBE as a method for growing Full Heusler / Half Heusler nanocom-
posites consisting of metallic Niy TiSn precipitated from a semiconducting NiTiSn matrix.
MBE offers the possibility of controlling the size, shape, and distribution of the precip-
itates similar to the control we previously demonstrated for ErSb/GaSb in Chapters 3

and 4.

8.2 MBE growth of Ni; sTiSn nanocomposites

A series of NijsTiSn samples were grown by molecular beam epitaxy on MgO(001)
substrates where the excess Ni content was varied from 6 = 0 to 0.5. Here § = 0 cor-
responds to the Half Heusler and § = 1 corresponds to the Full Heusler. All Nij,;TiSn
films were grown at 460°C and the compositions were measured using a beam flux ion-
ization gauge that is calibrated by Rutherford Backscattering Spectrometry, as described
in Chapter 4. The films had a nominal thickness of 25 nm: here the total amount of Ti
and Sn were fixed and only the Ni flux was varied. The full layer structures are shown

in the lower left of Figure 8.2.

Figure 8.2 shows RHEED patterns for films with 6 = 0, 0.1, 0.2, 0.3, and 0.5 as
measured along the (110) and (010) azimuths. Note these directions are referenced to
the NiTiSn. Within this range of compositions all films are epitaxial with streaky RHEED
patterns; however at higher Ni compositions some spots begin to form indicating three
dimensional island growth, presumably due to the increased strain as the Ni;, sTiSn films

approach the Full Heusler limit. Additionally, the reconstruction changes with varying
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Figure 8.2. RHEED patterns along the (110) and (010) azimuths for Ni; 5 TiSn samples grown
on MgO(001). The bottom left shows a schematic sample structure. The bottom right shows
models of the (001) surface for the (2 x 1) reconstructed Half Heusler surface and the (1 x 1)

Full Heusler surface.
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Figure 8.3. XRD 26 scans for the Nij,sTiSn samples measured using Cu K« radiation. (left)
Overview scan, (middle) zoom in on the (002) Nij;sTiSn reflection, (right) zoom in on the (004)
Nij+5TiSn reflection. The peak positions for the Full and Half Heusler bulk lattice parameter
are indicated with dotted lines.

Ni content. For low excess Ni contents, (6 < 20%) the RHEED shows a (2 x 1)/(1 x 2)
reconstruction, the same reconstruction observed for stoichiometric Half Heusler NiTiSn.
A model for the reconstruction, characterized by Sn-Sn dimers, is shown at the bottom of
Figure 8.2. For higher compositions (6 > 30%) the RHEED transitions to a (1 x 1), the
pattern expected for an unreconstructed Full Heusler surface. From the reconstructions
in RHEED it is difficult to discern whether the excess Ni is being incorporated uniformly
into the film as an alloy or whether it leads to precipitation of a secondary Full Heusler
phase. Note that the growth temperature of 460°C is significantly lower than that shown
in the ternary phase diagram from Figure 8.1(b). Furthermore, MBE is a nonequilibrium
growth process. Thus while Ni;TiSn and NiTiSn are both line compounds at 800°C,
under MBE growth conditions it is feasible for a metastable Half Heusler phase to exist

that accommodates some excess Ni.

A clearer identification of phases is determined from the X-ray diffraction 26 scans
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shown in Figure 8.3 (Cu K« radiation). In the overview scan [Figure 8.3(left)], peaks
centered near 26 = 30° and 62° are observed, corresponding to the NijsTiSn Full/Half
Heusler (002) and (004) reflections respectively, along with an intense MgO (002) sub-
strate reflection. To the limits of our resolution no other peaks are observed, suggesting
that no additional phases have formed except the Half and possibly Full Heusler. Fig-
ure 8.3(right) show a magnified view of the (004) reflection. The § = 0 curve shows a
relatively sharp peak at 20 = 60.72°, corresponding to the nominally pure phase Half
Heusler. For an excess Ni content of § = 0.1 the (004) reflection is similar in shape
as the 0 = 0 but slightly shifted to smaller angle, or larger lattice parameter. As the
Ni content increases to 6 > 0.2 a distinct secondary component appears at lower angle
and gains in intensity while shifting to lower angles. This suggests the formation of a
secondary phase phase with larger lattice parameter, presumably the Full Heusler. A
secondary peak could also reflect twinning; however no chevron pattern is not observed

by RHEED. Similar behavior is observed for the (002) reflection [Figure 8.3(middle)].

Since two phases are expected to occur, we approximate the system by fitting the
(004) reflections to two Gaussians. The bulk lattice constants of the Full Heusler NiyTiSn
and Half Heusler NiTiSn are a = 6.10 and 5.92 A respectively, and their 20 positions
are marked in Figure 8.4 by dotted lines. The best fits occur if we allow the peak
position of each Gaussian to move in angle 26 rather than fixing them to the positions
expected for the bulk Full Heusler and Half Heusler lattice parameters. This suggests
that there are lattice distortions in the Full Heusler / Half Heusler nanocomposites,

perhaps due to strain at the interfaces. Such distortions have been also observed for
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Figure 8.4. Fits of the (004) Ni;;sTiSn reflection using two Gaussians. With increasing Ni
content, both Gaussians are shifted to the left towards larger lattice parameter, with the broad
peak 2 moving faster. Peak 1 is expected to nominally correspond to a Half Heusler phase and
peak 2 to a Full Heusler. However, note that the weight in peak 2 does not result entirely from
a Full Heusler peak, as this peak 2 component exists for § = 0.
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ErAs/GaAs nanocomposites [85]. Additionally the varying peak positions could reflect
nonstoichiometric amounts of Ni being incorporated, e.g. an alloy of Nij 15TiSn, rather
than phase pure regions of NiyTiSn and NiTiSn. In our fitting the full width at half
maximum for each Gaussian was also allowed to vary to account for changes in domain
size, strain, or defects. The fits are shown in Figure 8.4, along with the extracted lattice
constants, full width at half maximum, and area fraction Ay/(A; + Ay) in Figure 8.5,
where A; is the area of the high angle peak and A, is the area of the broader low angle

peak.

Upon initial inspection the broader peak 2 (blue) is assumed to correspond approx-
imately to precipitates of a Full Heusler phase and the sharper peak 1 (red) to a Half
Heusler matrix. The lattice constants for both peaks 1 and 2 are a = 5.92 A for § = 0,
corresponding to the Half Heusler, and with increasing Ni content both lattice parameters
increase, with peak 2 increasing more rapidly and approaching the lattice parameter ex-
pected for the Full Heusler (6.10 A) (Figure 8.5 top). This suggests that with increasing
Ni content, the lattice parameter of the Full Heusler precipitates relaxes and approaches
the bulk value, presumably due to an increasing domain size of the Full Heusler precipi-
tates and a smaller fraction of the interfacial area. But surprisingly the lattice parameter
extracted from peak 1 also increases with Ni content rather than remaining constant,
perhaps due to the strain from a larger volume fraction of Full Heusler. This change
in lattice parameter from peak 1 could also reflect an enlarged phase field for the Half
Heusler. Although the Half Heusler is nominally a line compound, under MBE growth

conditions the phase field might enlarge by allowing the excess to Ni to occupy some of
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the (3/4, 1/4, 1/4) vacancy sites. Similarly, the phase field of the Full Heusler could be

enlarged by accomodating vacancies at at the (3/4, 1/4, 1/4) sites.

Assuming that the Full Heusler precipitate size increases with Ni content, the fwhm of
peak 2 might be expected to decrease with Ni content via the Scherer equation. However,
the fitted fwhm for both peaks actually increases slightly with Ni content, perhaps due

to strain and defects (Figure 8.5 middle).

However, we caution that in this simple two Gaussian fit, the weighting of peak 2
does not result entirely from a secondary Full Heusler phase. Some of the weight of peak
2 likely result from strain or from a non-Gaussian lineshape of the real diffraction peaks.
This is clearly seen by examining the fit for the 6 = 0 sample in Figure 8.4, which is
nominally pure phase Half Heusler. Here the lineshape is well reproduced by a fit to
two Gaussians, with the peak 2 Gaussian broader than peak 1. But both Gaussians are
centered at the same angle 26 and hence have the same lattice constant. One source of
this secondary component may be a mosaic in the out-of-plane lattice constant due to
misfit dislocations. The broadening may also result from a disordered NiTiSn region at
the NiTiSn film / MgO substrate interface. Such disordered interfacial regions have been
observed in other epitaxial Heusler alloys by TEM [190] and may result from strain at
the interface. Finally, the broadening could stem from the fact that real X-ray diffraction
lineshapes are better described as combined Gaussian/Lorentzians than single Gaussians.
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