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Abstract

Test Data Analytics: Exploration of Hidden Patterns for Test Cost Reduction

and Silicon Characterization

by

Chun-Kai Hsu

The manufacturing test process for a modern integrated circuit encounters ex-

cessively long test time and produces huge amount of test data. There is valuable

information hidden in the test data about the device under test (DUT), far more

than the binary go/no-go classification. Exploring the hidden correlations and

patterns in the test data allows better understanding of the DUT and therefore

leads to broad applications, such as test cost reduction and silicon characteriza-

tion for discovering parametric variations and weak links in the manufacturing

process.

The first part of this dissertation proposes a methodology with supporting

statistical learning algorithms for test time and cost reduction through exploiting

both spatial and inter-test-item correlations in the test data. The proposed algo-

rithm identifies inter-test-item correlations for removing costly and unnecessary

test items from a test program. An integrated method further reduces test time by

taking into account spatial correlations of test data across a wafer and maximizing

the number of test items whose values can be predicted without measurement. A

case study of a high-volume industrial device demonstrates that some test items

can be identified for removal from the test program without compromising test

ix



quality and shows the significant reduction of test time.

In the second part of the dissertation, a framework for characterizing system-

atic variations and failures through exploring the hidden patterns of test data

from multiple test stages is developed. The framework provides prediction of pro-

cess variations with a fine resolution based on a limited number of probed process

parameters, and extracts spatial patterns from both process parameters and pro-

duction tests. A template matching technique exploits these spatial patterns to

discover connections between process variations and failures detected by produc-

tion tests. Experimental results demonstrate that the proposed framework reveals

comprehensible and significant correlations in an industrial test dataset.

The third part of the dissertation describes a software toolbox dedicated to

test data analytics developed in the course of this research. The toolbox pro-

vides flexible and scalable functions for parsing, processing, learning and display

test data. The toolbox, which is released for non-commercial use, also provides

examples and application programming interface for test data analysis.
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Chapter 1

Introduction

Efficient and effective testing and diagnosis could significantly improve product

quality and manufacturing yield for modern integrated circuits (ICs). In order to

screen out systematic and variation-induced failures, more test items have been

added to test programs at different manufacturing stages, which result in exces-

sively long test time and a huge amount of test data. There is valuable informa-

tion hidden in the test data about the device under test (DUT), far more than

the pass/fail judgment from each test item. Mining such hidden patterns and

correlations could be useful for test time reduction [1], outlier prediction [2, 3, 4],

and silicon characterization [5, 6].

1.1 Proposed Methodologies

This dissertation proposes statistical learning methodologies for test time re-

duction and silicon characterization through exploring hidden patterns in test

data. Chapter 2 describes two techniques: weighted group lasso (WGL) and joint

1



Introduction Chapter 1

virtual prove (JVP) that are developed for characterizing inter-test-item and spa-

tial correlations, respectively. WGL identifies correlations among multiple test

items for removing test items from the test program without compromising test

quality. Moreover, WGL allows factoring in the distinct test times/costs of indi-

vidual test items. As a result, WGL tends to remove more expensive test items

from the test program. JVP concurrently captures wafer-level spatial correlations

of multiple test items based on a small subset of measurements. In addition, JVP

is computationally efficient and is applicable for real-time analysis due to jointly

predicting the spatial patterns of multiple test items.

Chapter 3 introduces a methodology that exploits both spatial and inter-test-

item correlations in the test data for test time and cost reduction. In general, test

time and test cost are highly correlated due to the high capital cost and operating

expenses of test equipment. For simplicity and consistency, in the rest of this dis-

sertation such methods which can reduce both test time and test cost are referred

as test time reduction (TTR) methods. The proposed TTR method maximizes

the number of test items whose values can be predicted without measurement in

a test program.

Chapter 4 presents a framework for characterizing systematic variations and

failures through pattern classification of test data from different test stages. An

unsupervised biclustering technique is utilized to extract spatial patterns from

process parameters and production tests, respectively, by conducting both item-to-

item and die-to-die correlations in the test data. A template matching technique

then exploits these spatial patterns to reveal comprehensible correlations between

process parameters and production failures.

2
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Figure 1.1: Test data correlations in three domains.

Chapter 5 demonstrates a MATLAB toolbox dedicated to test data analytics.

In order to support research projects with test data from a wide range of sources,

this modular and object oriented toolbox provides customizable parser for access-

ing test datasets in different formates. Moreover, the toolbox is integrated with

several leaning algorithms and provides an universal application programming in-

terface for every learning algorithm. The toolbox greatly enhances the efficiency

for developing applications of test data analytics.

1.2 Hidden Patterns in Test Data

Patterns of test data are the components with discernible regularity hidden

in a series of test measurements. Patterns are usually formed due to correlations

caused by systematic variations or failures, such as the process variations during

manufacturing and the measuring errors from automatic test equipment (ATE).

As shown in Figure 1.1, test data correlations can be classified into three domains:

spatial correlations, inter-test-item correlations, and temporal correlations [7].

3
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1.2.1 Spatial Correlation

Spatial correlations, also known as die-to-die correlations, indicate that the

measurement of a die is somehow correlated to the measurements of the other

dies on the same wafer. Spatial correlations are visually observed as unique spa-

tial patterns with respect to the amplitude of measurements of dies on a wafer

map. One approach to interpret such patterns is color-coding the measurements

of a wafer map into a two-dimensional image. In addition, the pass/fail out-

comes of functional tests (i.e., thresholded performance measurements) form a

binary wafer map, which is a special type of spatial patterns. Figure 1.2 shows

three wafer maps with spatial patterns based on different tests. Figure 1.2a and

Figure 1.2b are formed by test items with parametric measurements (dies with dif-

ferent measurements are denoted by pixels in different colors), and Figure 1.2c is

based on a functional test with binary outcomes (pass and fail dies are denoted by

white and black pixels, respectively). Such spatial patterns reveal the systematic

variations across a wafer.

Studies that utilize spatial patterns/correlations have been proposed. In [8],

Liu presented a method to construct spatial correlation models from test mea-

surements using generalized least square fitting. Li et al. [9] and Kupp et al. [10]

proposed techniques based on compressed sensing and Gaussian process, respec-

tively, for predicting spatial variations from a small set of measurement data.

In [11, 12, 13, 5, 14], these techniques were further improved towards more accu-

rate prediction and less computation time.

4
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Figure 1.2: Wafer maps with spatial correlations. (a) and (b) illustrate spatial
patterns in two parametric test items while (c) shows spatial pattern in a func-
tional test item. Note that the region outside of the wafer map in (c) is shown in
gray for better visualization.

1.2.2 Inter-Test-Item Correlation

Correlations can also exist among different test items when, for example, the

same test applied multiple times under different electrical or environmental set-

tings, or different tests targeting the same functionality of a chip. Such correlated

measurements result in numerical and abstract patterns that can be identified

by several techniques, from simple linear regression to complex support vector

machines. Moreover, a set of dies with strong inter-test-item correlations may

be spatially clustered and form visually interpretable spatial patterns as shown

in Figure 1.3, where three different test items that are performed on the same

wafer exhibit similar spatial patterns. There exist potential systematic variations

among these test items.

There have been known applications in production testing that utilize the

inter-test-item correlations. An early Monte Carlo based approach proposed by

Brockman and Director [15] analyzed the joint probability distributions of test

5
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Figure 1.3: Wafer maps with inter-test-item correlations. (a), (b), and (c) are
wafer maps of color-coded measurements from three different test items, respec-
tively.

items for constructing a regression model of the untested performances. Chen and

Orailoglu [16] examined the implication of inter-test-item correlations for test set

minimization based on correlation graph model. Once inter-test-item correlations

are identified, test items can be reordered or eliminated for more efficient defect

screening and test time reduction [17, 18, 19, 20, 21, 1].

1.2.3 Temporal Correlation

Temporal correlations describe the variations across wafers and lots, i.e., mea-

suring the same performance or process parameter at different times, or by differ-

ent test equipments. Monitoring temporal correlations reveals the stability and

robustness of the manufacturing and test processes. Taking into account tem-

poral correlations can possibly further improve the accuracy and scalability of

applications which solely rely on spatial or inter-test-item correlations. Figure 1.4

illustrates the temporal correlations between two test stages. Figure 1.4a and 1.4d

are two similar patters extracted from two test dataset of the same product but

6
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(a) (b) (c)

(d) (e) (f)

Figure 1.4: Wafer maps with temporal correlations. (a), (b), and (c) are binary
patterns extracted from production test data. (d), (e), and (f) are grayscale
patterns extracted from electronic test data. Details are described in Chapter 4.

at different test stages, respectively. The similarities between these two patterns

in shape and location indicate the temporal correlations. The pair of Figure 1.4b

and 1.4e, and the pair of Figure 1.4c and 1.4f are two other examples.

Some previous studies have been presented for discovering correlations between

test data at different test stages. In [22], Devarakond et al. predicted electronic test

measurements by production test measurements using regression analysis tools.

In [23], Ahmadi et al. estimated the production yield by electronic test data

through multivariate regression techniques. Bayesian model fusion framework is

proposed to incorporate the knowledge of temporal correlations among wafers and

lots [24, 25, 26, 27].

7
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1.3 Literature Review

There have been many studies proposed within the scope of test data analytics.

Selected works are summarized and classified in this section.

1.3.1 Techniques and Methodologies

The alternate test methodology is proposed to reduce the large number of

specification tests through crafting new test input stimulus with test response

that has maximum sensitivity to the specifications, and mapping the observed

test response to multiple specifications at once [28]. In [29], Variyam et al. pre-

sented a fast transient testing methodology for predicting the performance pa-

rameters of analog circuits. Akbay and Chatterjee [30] explored a fault-based

alternate test for reducing the complexity of ATE based on the abstractions of

physical phenomena that cause specification violations. In [31], Voorakaranam

et al. proposed a signature test methodology for test acceleration through directly

tracking the ability of input test waveforms to predict the test specification val-

ues. Mannath et al. [32] demonstrated a methodology to replace a set of tests with

structurally-based Built-in Self Tests. Ayaril et al. [33] presented an alternate test

implementation based on model redundancy.

Techniques based on Bayesian inference are developed to predict the perfor-

mance of late stages based on the measurements of early stages, such as learning

temporal correlations from test data. Lee et al. [34] presented a Bayesian learning

framework for accurately modeling spatial delay correlations in statistical static

timing analysis. In [19], Gotkhindikar et al. employed Bayesian statistics to model
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the per test failure rates for an on-tester adaptive test scheme. Li et al. [24] pro-

posed a Bayesian model fusion (BMF) framework to minimize simulation and/or

measurement cost through statistically modeling the performance correlation be-

tween early design stages and late test stages. In [25], Zhang et al. demonstrated a

wafer-level spatial variation modeling technique based on BMF. Ahmadi et al. [27]

and Fang et al. [26] further utilized BFM for fab-to-fab yield forecasting and yield

estimation of binary simulation/measurement outcome, respectively.

Several studies exploits the breakthroughs in compressed sensing, which is a

signal processing technique for accurately predicting variations and reconstructing

a signal from a small set of measurement data by solving an underdetermined

linear system [35, 36, 37]. In [9], Li et al. proposed a technique, virtual probe

(VP), to recover full-wafer spatial variation from a small set of dies in a wafer.

Zhang et al. [11, 12] further reduced the number of sampled measurements required

by VP. A TTR framework utilizing VP was presented by Chang et al. [38]. Chung

et al. [39] and Gonçalves et al. [14] further improved the efficiency of VP through

solving the compressed sensing problem by orthogonal matching pursuit and dual

augmented Lagrangian method, respectively.

Multivariate analysis is used to analyze data in the sense that numerous obser-

vations or variables are obtained for each individual or unit studied [40]. In [41],

O’Neill presented that outlier analysis using principal component can screen out

defective parts. Bounceur et al. [42] employed the copulas theory for parametric

test metrics estimation, such as estimating parametric defect level and yield loss.

Akkouche et al. [21] demonstrated an approach for test ordering through per-

forming multivariate parametric statistical modeling on a small set of functional

9
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devices. In [43], Sumikawa et al. studied the potential of capturing customer re-

turns with models constructed based on multivariate analysis of parametric wafer

sort test measurements.

Test data are presented by a fixed number of features (i.e., test measurements)

which can be binary, categorical or continuous. Feature egineering or feature

extraction is developed for finding a good data representation through employing

feature construction and feature selection. Feature construction converts raw

data into a set of useful features while feature selection is performed to select

relevant and informative features [44]. In [45], Krishnan and Kerkhoff exploited

multivariate reliability classifier model with Mahalanobis distance as a feature set

for the identification of outliers. Lin et al. [2], provided feature construction and

feature reduction techniques based on canonical analyis for screening potential

test escapes. In [4], Lin et al. proposed a new set of proximity-based features to

expose the abnormalities of test escapes.

1.3.2 Applications

The purpose of test compaction is to reduce test time through identifying and

eliminating information redundancy in tests. Statistical learning techniques are

developed to predict pass/fail decision of circuits based on only a subset of tests.

In [46], Biswas and Blanton proposed a statistical test compaction method based

on decision trees for eliminating redundant tests from the complete specification-

based test set of an integrated device. In [17], Biswas and Blanton also employed

boolean minimization and optimized test covering to identify redundant tests for

test compaction. Stratigopoulos et al. [18] exploited redundancy in the specifica-

10
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tion tests of an RF device for test compaction based on a multi-objective genetic

algorithm.

Adaptive test and test reordering schemes pursue effective test item ordering for

detecting failures earlier and benefiting stop-on-fail test programs. In [16], Chen

and Orailoglu proposed a test selection algorithm through capturing systematic

process variations and leading to an early detection of faults. Yilmaz et al. [47, 48]

presented a per-device adapting test list compaction method with additional defect

screening mechanism, which utilizes on-line measurements to tailor an optimized

test list. In [20], Yilmaz and Ozev proposed an adaptive approach for multi-site

testing through incorporating device-to-device correlations of parallel neighbor

devices.

When the defects on the wafer form spatial patterns/signatures, it usually

indicates the identification of potential problems, such as process variations and

mismatch between equipments. Wafer clustering and wafer classification group

wafers with similar spatial signatures for exploration and diagnosis of systematic

failures. In [49], Chen and Liu developed a system based on a neural-network ar-

chitecture for recognizing the spatial patterns of clustered defects. Yuan et al. [50]

proposed a model-based clustering technique with nearest-neighbor noise removal

for identifying clustered defect patterns. Ooi et al. [51] presented an automation

tool with cluster extraction algorithm based on image segmentation techniques,

and defect-cluster recognition algorithm using an alternating decision tree clas-

sifier. In [52], Zhang et al. proposed a methodology for automatic clustering of

wafer spatial signatures based on sparse regression and complete-link hierarchi-

cal clustering. Wu et al. [53] performed failure pattern recognition and wafer

11
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map similarity ranking on large-scale test datasets through employing a reduced

representation of wafer maps based on feature extraction.

Statistical learning approaches for yield estimation have been under develop-

ment for high-volume production devices. In [54], Wang et al. proposed a BMF-

based technique for parametric yield estimation through utilizing the simulation

data from an early stage. Ahamdi et al. [23] utilized the correlations between

electronic test and probe test measurements for yield estimation. Kang et al. [55]

proposed prediction models using wafer map features to predict die-level failures

in the final test through a random forest algorithm.

There have been studies focus on outlier detection by data mining and sta-

tistical analysis of the test data. The goals of such studies are to improve the

outgoing product quality and reliability through identifying the abnormality in,

but not limited to, dies, wafers, and lots. In [56], Butler et al. proposed statis-

tical burn-in avoidance techniques based on fixed-limit analyses with parametric

or non-parametric statistics. Fang et al. [57] demonstrated an outliers screen-

ing approach based on utilizing the measurements of neighboring dies and the

measurements of different blocks within the target. In [58], O’Neill proposed the

concept of statistical test that looks for outliers from the patterns of existing mea-

surements without additional physical measurements. Nahar et al. [59] presented

a statistical approach to utilize production wafer probe data for identifying at risk

material early in the production process. Sumikawa et al. [60] and Chen et al. [61]

utilized one-class support vector machines and decision tree classification, respec-

tively, to predict systematic failures and customer returns.

12



Chapter 2

Pattern Exploration

2.1 Introduction

Process variations at very small process nodes cause significant deviations

in device performance. In contrast to random defects, failures resulting from

parametric variations exhibit much stronger correlations at both die and wafer

levels. As described in Section 1.2, modeling such parametric variations and

taking them into account in the design and test processes help increase design

robustness and improve product yield.

In this chapter, two techniques: weighted group lasso (WGL) and joint virtual

probe (JVP) are proposed for characterizing inter-test-item and spatial correla-

tions, respectively. WGL, which is based on a statistical regression technique

called group lasso [62, 63], is developed to capture the correlations among test

items using the test data of training chips. Not only identifying correlated para-

metric test items in any given test program, WGL could also find correlations
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between test items in different test phases, such as wafer probe tests and package

tests. The correlated test items can be removed from explicit testing and their

values can be predicted by the measured values of other test items of the same

chip. If the die IDs are traceable, such identified correlations can be used to reduce

test time by removing those nearly redundant package test items.

Different test items often incur different amounts of test time and cost. For test

time reduction, it is preferable to predict more costly test items if such options

exist. WGL allows factoring in the distinct test times/costs of individual test

items. As a result, WGL tends to find a solution where more expensive test items

are more favored than less expensive ones as candidates for removal from the test

program.

In [9], Li et al. proposed the virtual probe (VP) technique based on com-

pressed sensing [35, 36, 37]. VP is formulated as a linear inverse problem. Based

on the observation that, for a VP predictable test item, the vast majority of DCT

coefficients are near-zero, i.e., with high sparsity, VP can accurately capture the

wafer-level spatial correlations of a test item from a small subset of measurements.

The captured spatial correlations can then be used to predict the performance of

other dies on the same wafer without measurement. VP predicts the spatial vari-

ations without training a model [9], which is thus applicable for real-time analysis

during test application. However, the computation time becomes a critical factor

for such real-time applications.

JVP is proposed for concurrently capturing spatial patterns of multiple test

items. In contrast to VP’s limitation of deriving spatial pattern for one test item

at a time, JVP jointly predicts the spatial patterns of multiple test items, while
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the pattern for each test item can be distinct (but with some degree of correla-

tion). If a set of K test items have similar sparsity profiles, i.e., having some

similarity in locations of near-zero DCT coefficients, these K test items can be

combined together to re-formulate the K linear inverse problems into a single

linear inverse problem. Existing optimization algorithms, such as MMV FOCal

Under-determined System Solver (M-FOCUSS) [64], can be used to find a sparse

solution for such a problem. When applied to a group of test items, which have

sufficient similarity among them, JVP could achieve a higher accuracy than VP

for each individual item’s spatial pattern prediction. Furthermore, because of con-

current consideration of multiple items, JVP incurs significantly less computation

time than VP for analysis.

The rest of this chapter is organized as the following. Section 2.2 describes

the WGL method for learning inter-test-item correlations while different weights

can be assigned to different test items in the formulations. Section 2.3 describes

the fundamental assumption and mathematical formulation of the proposed JVP

method with experimental results on two industrial datasets. Finally, we conclude

in Section 2.4.

2.2 Correlations Among Test Items

There exist correlations among the measurement data for different test items

taken from the same chip. One goal of our methodology is to learn such inter-

test-item correlations from the test data of a set of training chips. Specifically,

the objective is to identify the test items whose values can be predicted as a linear
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combination of the measured values of other test items of the same chip.

In this chapter, we focus on parametric test item only, for which the test value

of the chip-under-test is a real number. In the first subsection, we define the inter-

test-item correlation and how to model it. In the second subsection, we discuss

the use of the correlation for identifying predictable test items whose values can be

predicted by the values of other test items of the same chip. Finally, we show the

statistical regression method that can efficiently find such predictable test items.

2.2.1 Inter-Test-Item Correlation Model

A first-order linear correlation may exist among test items. If such a correlation

exists, we can predict the values of some test items, without actual measurement,

using linear combinations of the measured values of other test items. If no such

correlation exists, all test items must be physically measured. We define the

inter-test-item correlation for one test item as

f̂k =
n
∑

i=1

αkifi + Ck , (2.1)

where f̂k, a vector, denotes the predicted values of the target (the kth test item)

for a set of chips, fi, a vector too, denotes the measured values of the ith test

item of the same set of chips, n is the number of test items, and Ck is an offset

constant. An element in fi and f̂k represents the predicted or measured value of

a chip and the dimension of these vectors is the number of chips in the set. We

assume that the statistical characteristics, such as the correlation, are stationary

(i.e., not varying) over all chips.
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The vector of measured values of the kth test item, fk, is also included in

the right hand side of Equation (2.1). If f̂k is predictable based on the measured

values of other test items, there exists an appropriate value for every αki, i 6= k, to

form the model in Equation (2.1) where αkk is equal to zero. On the other hand,

if f̂k is unpredictable, one trivial solution is that all α’s except αkk are zero and

αkk is equal to one.

If n test items are considered at the same time, the correlations are represented

by a set of linear equations, i.e., n equations based on Equation (2.1) for k =

1, 2, · · · , n. Without loss of generality, we normalize each test item to be zero

mean and unit variance. As a result, the correlation model can be represented as



























































F̂1 =
n
∑

i=1

α1iFi

F̂2 =
n
∑

i=1

α2iFi

...

F̂n =
n
∑

i=1

αniFi ,

(2.2)

where F̂i and Fi denote the normalized predicted values and the normalized mea-

sured values for the ith test items, respectively. Note that we no longer need Cs

for these normalized equations. Assuming that we derive this correlation based

on d chips, these n vector equations correspond to a total of nd scalar equations.

The inter-test-item correlation model can therefore be encoded by a matrix
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formed by all α’s in (2.2) as:































α11 α12 · · · α1n

α21 α22 · · · α2n

...
...

. . .
...

αn1 αn2 · · · αnn































. (2.3)

This model uses n2 variables (αij for i, j = 1, 2, · · · , n) to represent the correla-

tions. Note that (2.3), representing the correlations derived from Equation (2.2),

is different from the conventional correlation matrix defined in statistics for the

test items in which the (i, j) element represents corr(Fi, Fj). Given the measured

test data of n test items of d chips, we have many choices of regression and learn-

ing methods to derive the matrix in (2.3). We will introduce an efficient way of

solving this problem in the following subsections. An exemplar solution is the

identity matrix where each test item is correlated to itself only.

2.2.2 Candidate Test Items for Removal From Test Pro-

gram

Based on Equation (2.1), a zero coefficient indicates that measurement of

the corresponding test item is not needed for deriving the target item’s value.

For example, if we have αk1 = 0 and k = 1 in Equation (2.1), we can predict

the first test item (f̂1) without relying on the actual measurement of the same

item (f1). Considering all prediction equations simultaneously, if all coefficients

corresponding to a test item are all zeros, we can eliminate the test item from a
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test program for actual measurement. For example, referring to Equation (2.2),

if the condition:

∀i ∋ N ∧ 1 ≤ i ≤ n, αi1 = 0 (2.4)

is true, we can conclude that every test item, including the first test item itself,

can be derived without relying on actual measurement of the first test item (f1

or F1). Test item one is then a candidate for removal from the test program. In

the following, we refer to such a test item as a candidate test item. The general

condition for a candidate test item is

∀i ∋ N ∧ 1 ≤ i ≤ n, αik = 0 ⇒ item k is a candidate. (2.5)

In the correlation matrix (2.3), a column of zeros indicates that the corre-

sponding test item is a candidate. Consider the following example:









































1 0 0 0 0

0.2 0 0.5 0 0.1

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1









































. (2.6)

The second test item is a candidate test item because the second column consist

of only zeros. In addition, no other candidate test item exists and we need to

explicitly test each of them.
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2.2.3 The Group Lasso Regression Problem

According to the model definition described in the previous subsection, we can

formulate the problem of finding the correlation matrix (2.3) as a minimization

problem which attempts to minimize the difference between predicted values and

measured values. The minimization problem for finding a correlation model is

formulated as

arg min
α

n
∑

i=1

∥

∥

∥Fi − F̂i

∥

∥

∥

2

2
, (2.7)

which is equivalent to

arg min
α

n
∑

i=1

∥

∥

∥

∥

∥

∥

Fi −
n
∑

j=1

αijFj

∥

∥

∥

∥

∥

∥

2

2

, (2.8)

where ‖ · ‖2 denotes the L2 norm.

For many regression applications, it is often desirable to find a sparse solution

for (2.7) that has as many zero coefficients as possible. The lasso (least absolute

shrinkage and selection operator) method [62] was designed to find sparse solutions

by adding an L1 norm penalty to (2.7), resulting in a revised minimization problem

as

arg min
α

n
∑

i=1

∥

∥

∥Fi − F̂i

∥

∥

∥

2

2
+ λ∗

n
∑

i=1

n
∑

j=1

|αij| , (2.9)

where λ∗ is a penalty parameter to control the trade-off between prediction error

and the sum of all absolute values of alphas. In lasso, increasing λ∗ forces more

coefficients in correlation matrix to approach zero.

However, minimizing the number of nonzero coefficients in the correlation ma-

trix does not address our goal of maximizing the number of candidates, i.e., maxi-
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mizing the number of test items meeting Condition (2.5). We therefore introduce

group lasso (GL) [63] which attempts to find a sparse solution which maximizes

the number of columns with all near-zero entries in the solution matrix. The main

idea of GL is to group coefficients corresponding to the same test item together

and revise the minimization problem as

arg min
α

n
∑

i=1

∥

∥

∥Fi − F̂i

∥

∥

∥

2

2

subject to λ ≥
n
∑

g=1

√

√

√

√

n
∑

i=1

α2
ig .

(2.10)

The term
√

∑n
i=1 α2

ig combines all coefficients in the gth column of the correlation

model (2.3) together to form a group. As λ decreases, GL attempts to find a

solution with nonzero groups instead of just nonzero coefficients.

2.2.4 The SOCP Problem

Because of the quadratic terms in the optimization problem (2.10), we refor-

mulate it as a second-order cone programming (SOCP) problem that can be solved

efficiently by interior point methods [65]. The reformulated problem becomes

minimize
α,u

T

subject to

T ≥
√

‖u1‖
2
2 + · · · + ‖un‖2

2 ,

gi ≥
√

α2
1i + α2

2i + · · · + α2
ni , 1 ≤ i ≤ n ,

ui = Fi − F̂i , 1 ≤ i ≤ n ,

λ = g1 + g2 + · · · + gn ,

(2.11)
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where ui denotes the difference between predicted and measured values. All Fi, F̂i,

and ui are vectors with d dimensions. In general, a smaller λ would more likely

result in a sparser solution, i.e., more near-all-zero columns in the correlation

matrix (equivalent to having more candidate test items).

2.2.5 Weighted Group Lasso

In solving the optimization problem (2.10), GL treats every item equally and

tends to find a solution with a maximum number of predictable test items. How-

ever, as different test items incur different test times, maximizing the number of

predictable test items does not necessarily maximize the reduction of test time.

Weighted group lasso (WGL), an extension of GL, is proposed to address this

issue.

WGL, whose basic formulation is similar to that of GL, is expressed as

arg min
α

n
∑

i=1

∥

∥

∥Fi − F̂i

∥

∥

∥

2

2

subject to λ ≥
n
∑

g=1

wg

√

√

√

√

n
∑

i=1

α2
ig ,

(2.12)

where wg denotes the weight of the gth test item (the gth group). A weight for the

corresponding test item is therefore incorporated to reflect its actual test time. In
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the SOCP form, WGL is formulated as

minimize
α,u

T

subject to

T ≥
√

‖u1‖
2
2 + · · · + ‖un‖2

2 ,

gi ≥
√

α2
1i + α2

2i + · · · + α2
ni , 1 ≤ i ≤ n ,

ui = Fi − F̂i , 1 ≤ i ≤ n ,

λ = w1g1 + w2g2 + · · · + wngn .

(2.13)

Groups of α’s with a larger weight will be more dominant in the constraint

in (2.12) than the groups with a smaller weight. Therefore, WGL tends to find a

solution that minimize the values of α’s for heavier-weight groups. This results in

a higher probability that a group with larger weight would have more near-zero

α’s, i.e., the corresponding item has a higher probability to be a candidate test

item for removal from the test program.

2.3 Wafer-Lever Spatial Variation Prediction

2.3.1 Background: Virtual Probe

This subsection describes the statistical regression method, virtual probe, in

more detail as it is integrated into several proposed methodologies of this dis-

sertation. The essence of VP is to test only a subset of dies at selected loca-

tions on a wafer, transform the measurements into spatial frequency domain, and

use a statistical algorithm to accurately recover the test values of the remaining

dies [9, 11, 12, 38]. Figure 2.1 shows the concept of applying VP to a test item of
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Figure 2.1: Measured values, sampled values, and VP-predicted values of a test
item from an industrial product. The values are color-coded to produce the wafer
maps.

an industrial product. In this example, the spatial model constructed from 10%

randomly sampled dies accurately predict the test values of the remaining 90%

dies on the same wafer.

The mathematical background of VP is briefly introduced as the following.

Let {g(x, y); x = 1, 2, . . . , P, y = 1, 2, . . . , Q} be a performance metric of the die

at coordinate (x, y) on a size of P × Q wafer. The spatial variations of g(x, y) can

be represented by a two-dimensional linear transform in the frequency domain.

In VP, the discrete cosine transform (DCT) is chosen for the transform. Let

{G(u, v); u = 1, 2, . . . , P, v = 1, 2, . . . , Q} be the DCT coefficients after the

transform, i.e., the coefficients of different frequencies in the spatial pattern.

The purpose of VP is to accurately recover g(x, y) from a small number, M ,

of dies at the locations {(xm, ym; m = 1, 2, . . . , M}, where M ≪ P Q. Toward

this goal, the linear equation is formulated:

Aη = b , (2.14)
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where

A =































A1,1,1 A1,1,2 · · · A1,P,Q

A2,1,1 A2,1,2 · · · A2,P,Q

...
...

. . .
...

AM,1,1 AM,1,2 · · · AM,P,Q































, (2.15)

Am,u,v = αu · βv · cos
π(2xm − 1)(u − 1)

2P
· cos

π(2ym − 1)(v − 1)

2Q
, (2.16)

αu =



















√

1/P (u = 1)

√

2/P (2 ≤ u ≤ P ) ,

(2.17)

βv =



















√

1/Q (v = 1)

√

2/Q (2 ≤ v ≤ Q) ,

(2.18)

η = [G(1, 1) · · · G(P, Q)]T , (2.19)

b = [g(x1, y1) · · · g(xM , yM)]T . (2.20)

Once η is determined by solving Equation (2.14), the metric values g(x, y) can be

recovered by the inverse discrete cosine transform (IDCT).

It is, however, not trivial to solve Equation (2.14). Since M ≪ P Q, i.e., the

number of equations is significantly less than the number of unknowns, (2.14)

is profoundly underdetermined. The solution of η is therefore not unique and

additional constraints are required. To obtain a unique solution of η, VP assumes

η to be sparse [9]. That is, most of the DCT coefficients are close to zero, though

the locations of the zeros are unknown. Maximum posterior estimation (MAP) is
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used to statistically solve (2.14) by reformulating it to

minimize
η

‖η‖1

subject to Aη = b ,

(2.21)

where ‖η‖1 stands for the L1-norm of η. Equation (2.21) can be solved efficiently

with linear programming [9].

The generated sparse solution finds the sparsest set of coefficients in the fre-

quency domain that accurately picture the spatial pattern of the sampled dies.

The sampled dies, however, are only a very small portion of all the dies on a

wafer. Therefore the spatial pattern reconstructed from the sampled dies may

not be sufficient if the measurement data exhibit a more random distribution.

In other words, if the assumption of sparsity is not valid for a certain test item,

finding the sparse solution is not sufficient to recover the spatial pattern of the

test item. In [38], a test item was categorized as highly-predictable, predictable,

and unpredictable in a pre-test analysis phase based on the number of samples

required by VP for the test item to reconstruct the spatial pattern within a certain

error bound.

To improve prediction accuracy, the random sampling scheme in VP was mod-

ified to iteratively sample the optimal location in Bayesian virtual probe [11]. The

correlations among different wafers within the same lot were utilized to further

reduce the number of sampled dies on each wafer without compromising the pre-

diction accuracy in multi-wafer virtual probe [12].
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2.3.2 Joint Virtual Probe

Consider K items to be tested for dies on a wafer and for each test item, only a

subset of sampled dies are measured. We denote the measurement vector and DCT

coefficient vector of the kth item as b(k) and η(k), respectively. If the locations

of sampled dies on the wafer are the same for all K items, their transformation

matrices, A’s, will be identical. Thus the linear system in Equation (2.14) for

these K items can be re-expressed as

AH = B , (2.22)

where H = [η(1) η(2) · · · η(K)] and B = [b(1) b(2) · · · b(K)].

In the following, we first show the inter-test-item correlations based on some

statistical results derived from industrial products. Next, we utilize such observed

correlations for unique and joint estimation of the DCT coefficients for multiple

test items. Finally, we discuss the runtime characteristics of JVP.

Inter-Test-Item Correlation

Different test items could be affected by similar process parameters and thus

have correlations in their spatial patterns. Although the exact relationships be-

tween test measurements and the underlying hidden parameters are unknown,

statistical analysis results on several industrial products confirm the existence of

significant correlations among test items.

When applying principal component analysis (PCA) on the test data of several

industrial products, we observed that the eigenvalues of the covariance matrix
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decay fast, i.e. most eigenvalues are close to zero, which is a strong indication

that a large set of test items are mainly determined by a much smaller set of

hidden parameters.

The absolute linear correlation coefficients, which can be easily calculated

from the measurements, can also evaluate the test items’ pairwise similarity in

the spatial domain:

|rk,l| =

∣

∣

∣

∑

m

(

b(k)
m − b̄(k)

) (

b(l)
m − b̄(l)

)∣

∣

∣

√

∑

m

(

b
(k)
m − b̄(k)

)2
√

∑

m

(

b
(l)
m − b̄(l)

)2
, (2.23)

where |rk,l| denotes the similarity between the kth and the lth test items while

b(k)
m and b̄(k) denote the measured value of the mth sampled die and the average

value of all sampled dies, respectively, for the kth test item.

For an exemplar industrial product consisting of 277 parametric test items,

we selected four groups of test items, with different distributions and averages of

pairwise correlation coefficients within the respective group, for further analysis

of their DCT coefficient vectors η’s produced by VP based on complete measure-

ments from all dies on the wafer. Each group has 53 items (and thus 53 DCT

coefficient vectors).

Figure 2.2 shows the statistics of the DCT coefficients of these four groups,

in other words, how many near-zero DCT coefficients share the same rows in H .

When the correlation among test items is weak, i.e., the case shown in the top left

figure, though each DCT coefficient vector η is sparse (i.e., a vast majority of the

coefficients in each vector are near-zero), the locations of near-zero coefficients in

these vectors are somewhat random. If there exist strong correlations among test
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items, they tend to have their near-zero DCT coefficients appeared in common

locations (i.e., common rows). For example, in the bottom right figure, 1039 co-

efficients are near-zero for more than 40 of the 53 vectors each of which consists

of 2646 coefficients. When a coefficient in a DCT coefficient vector is near-zero,

it means that the corresponding frequency does not exist in this test item’s spa-

tial pattern. If two sparse coefficient vectors have high similarity in locations of

their near-zero coefficients, it implies that these two items’ spatial patterns miss

similar frequencies, indicating the similarity in their spatial patterns. The greater

similarity in the locations of near-zero elements among the sparse column vectors

in H , the greater similarity among the spatial patterns of the corresponding test

items.

The results shown in Figure 2.2 confirms that for a highly correlated group of

test items, the sparsity profiles of their DCT coefficient vectors should be quite

similar, indicating the potential of developing a joint sparse model. Note that

although correlated test items show similarity in the locations of near-zero DCT

coefficients, their non-zero DCT coefficients at specific locations (i.e., the weights

for frequencies that exist in the test items’ spatial patterns) might be very differ-

ent. That is, their spatial patterns could still be distinct.

Mathematical Formulation

Determining H in Equation (2.22) is a linear inverse problem which solves

for multiple DCT coefficient vectors simultaneously. Similar to Equation (2.14),

Equation (2.22) is also underdetermined. In order to find a unique estimation of H ,

we use a two-dimensional mixed norm, J (p,q)(H), as the optimization objective [66,
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Figure 2.2: Statistics of common, near-zero DCT coefficients among four groups
of test items with different degrees of inter-test-item correlations.
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64, 67, 68]:

J (p,q)(H) =
P Q
∑

i=2

(

‖ηi‖q

)p
=

P Q
∑

i=1

(

K
∑

k=1

∣

∣

∣η
(k)
i

∣

∣

∣

q
)p/q

, (2.24)

where ηi =
[

η
(1)
i η

(2)
i · · · η

(K)
i

]

is the ith row of H , and p and q are user-defined

parameters. It first calculates the lq-norm of each row and then calculates the

lp-norm (without pth root) of the result vector of the row norms.

If we only assume that each column of H is sparse, as of VP, the optimization

objective of (2.21) is equivalent to J (1,1)(H), which would result in a significantly

sparse solution [67]. However, this solution, which only utilizes the spatial corre-

lations, can be improved by utilizing inter-test-item correlations.

With the insight that correlations among a group of test items imply a similar

sparsity profile among corresponding columns of H , we choose p = 1, q = 2, which

effectively enforces both the column sparsity (i.e., considering spatial correlation)

and the row similarity (i.e., considering inter-test-item correlation) [66, 64]. The

estimation of H can therefore be expressed as:

arg min
η

J (1,2)(H) =
P Q
∑

i=1

(

K
∑

k=1

∣

∣

∣η
(k)
i

∣

∣

∣

2
)1/2

subject to AH = B .

(2.25)

In the objective function, coefficients in each row of H are combined into an

l2-norm. By forcing a sparse distribution of these row norms, the solution tends to

have more near-zero rows, which meets the desired characteristics of having a joint

sparsity profile of H . However, since the formulation imposes little constraints

on distributions of elements in the non-zero rows, the joint estimation can still

produce unique sparsity profiles for different items.
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JVP assumes that the involved items have some similarity in their sparsity

profiles. If significant inter-test-item correlations don’t exist among all test items,

a preprocessing method might be needed to partition test items into groups, each

of which JVP is applied to. On the other side, if the correlations are sufficiently

strong for joint estimation, further partitioning could possibly reduce the accu-

racy, since a group with more items could potentially achieve better prediction

accuracy [69].

We use MMV FOCal Underdetermined System Solver (M-FOCUSS) [64] to

solve the optimization problem (2.25). M-FOCUSS is a gradient-based iterative

algorithm, in which the tth iteration performs the following calculations based on

Ht−1, the estimation of DCT coefficient matrix after t − 1 iterations, to estimate

Ht:

Wt = diag
(

‖ηi,t−1‖
1−p/2
2

)

,

At = AWt ,

Ht = WtA
H
t

(

AtA
H
t

)

−1
B .

(2.26)

The iterative process terminates when:

‖Ht+1 − Ht‖F

‖Ht‖F

< δ , (2.27)

where ‖·‖F donates Frobenius norm and δ is a user-specified parameter. As

J (1,2)(H) is convex, this algorithm guarantees to converge to the globally min-

imized solution of (2.25).
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2.3.3 Runtime of M-FOCUSS for JVP Estimation

The runtime of estimation of DCT coefficient vectors by M-FOCUSS is mainly

determined by two factors:

1. The runtime of each iteration, which depends on the problem scale: the

number of DCT coefficients P Q, the number of samples per item M , and

the number of test item K. The theoretical time complexity per iteration is

in the order of O ((P Q + M)M2 + (P Q)MK). For our application, the first

part, O ((P Q + M)M2), which is mainly the complexity for computation of

a pseudo-inversion, dominates the runtime of each iteration.

2. The number of iterations, which strongly depends on the termination crite-

rion shown in (2.27). A smaller δ will result in more iterations. It is also

influenced by the problem scale. It is observed empirically that, for a fixed

δ, fewer iterations are required for a larger M or a larger K.

Figure 2.3 shows the trends of JVP’s runtime versus the problem scales, with a

fixed sample ratio α while M = αP Q. For a fixed α, the theoretical complexity can

be simplified and expressed as O ((P Q)3 + (P Q)2K). As long as P Q is relatively

large (which is the case for our application), the runtime mainly depends on P Q

(in our experiment, the growth with respect to P Q is closer to quadratic than

cubic, primarily due to the implementation of the solver in MATLAB), while the

linear runtime growth with item count K is relatively negligible.

Figure 2.4a and 2.4b shows the runtime trends of JVP and VP with respect to

the number of test items, for three different sample sizes taken from the same pro-

duction wafer with 625 dies. We use the same underlying solver, M-FOCUSS [64],
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Figure 2.3: Runtime trends of JVP versus the problem scale.

for both VP and JVP. VP’s runtime grows linearly with K with a non-trivial

slope, because VP processes one item at a time. In contrast, JVP’s runtime

growth, while is also linear with K, has a significantly smaller slope. Note that

for K > ∼ 500, JVP’s runtime reduces when the sample size increases from 100

to 300. This runtime trend is primarily due to faster convergence (i.e., fewer iter-

ations required) when the sample size increases. The runtime ratio of VP versus

JVP (i.e., the speedup achieved by JVP) shown in Figure 2.4c illustrates that JVP

significantly outperforms VP, especially for larger K. For example, with a sample

size of 100, JVP runs 256 times faster than VP for processing 630 test items.

When the sample size increases to 300, the speedup achieved by JVP increases

to 880X for processing 630 items. This is mainly due to the fact that, at a larger

sample size, JVP incurs fewer iterations to converge than VP does.
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Figure 2.4: Comparison of JVP’s and VP’s runtimes versus the number of test
items K, for three sample sizes made from the same production wafer.
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2.3.4 Experimental Results

Production test data from two different products were thoroughly analyzed

for validating the proposed JVP technique. The production test data of these

two products were first pre-processed to remove confidential information but in-

formation critical to this evaluation was maintained. Datasets 1 and 2 contains

277 and 985 parametric test items, respectively, and with 1043 and 625 dies per

wafer respectively. For each dataset, we sampled 20% of the dies on a wafer for

running VP and JVP. For a fair comparison, both VP and JVP use the same

underlying solver M-FOCUSS [64]. For VP, this solver runs faster than the one

used in [9, 38]. All experiments were conducted using MATLAB R2012b on an

Intel Xeon Quad-core 3.60 GHz system.

Determining Predictability of a Test Item

VP and JVP tend to find a sparse representation for each test item, regardless

of the validity of its sparsity assumption. It is thus necessary to evaluate test

items’ predictability in the pre-test analysis phase to determine if the test item

can indeed be predicted with sufficient accuracy. Then in the test application

phase, only those items classified as predictable are estimated.

Normalized error en, which is unbiased with respect to the data’s mean and

the degree and distribution of its deviation from the mean is defined as

en = rms

(∣

∣

∣

∣

∣

P − mean(M)

std(M)
−

M − mean(M)

std(M)

∣

∣

∣

∣

∣

)

= rms

(
∣

∣

∣

∣

∣

P − M

std(M)

∣

∣

∣

∣

∣

)

,

(2.28)
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where P and M denotes the vectors of the predicted and the measured values of

all dies for a test item, respectively. std(·) denotes the standard deviation, and

rms(·) denotes the root mean square. Note that en is not an error percentage and

its unit is one standard deviation (σ) of the test item’s values of all dies on a

wafer.

We use the normalized error en to classify a test item’s predictability, because

it reflects the accuracy of the captured spatial pattern without bias, as well as

implies the validation of assumption of sparsity. If this error for the test data of

the training wafer is lower than a given threshold tn, the test item is classified as

predictable, and, otherwise, it is unpredictable. Figure 2.5a shows the numbers of

items classified as predictable versus tn for both VP and JVP for Dataset 1. JVP

produce slightly better results than VP.

However, setting a proper threshold tn, in unit of σ, is non-intuitive for a user.

We therefore introduce a second metric, the average relative error er of a test

item, which is the average of the prediction error normalized with respect to the

measured values of the test item among all dies on the training wafer:

er = mean

(∣

∣

∣

∣

∣

P − M

M

∣

∣

∣

∣

∣

)

. (2.29)

It would be more intuitive for a user to set a threshold on er, instead of en, to

explore the trade-off between the average er among predictable items and the per-

centage of items classified as predictable. Figure 2.5b and 2.5a, which illustrate

tn versus percentage of items classified as predictable and tn versus the average

er’s among predictable items, indicate how to explore the trade-offs. For example,

37



Pattern Exploration Chapter 2

0 0.5 1 1.5
0

20

40

60

80

100

Threshold of Normalized Error t
n
 (in unit of σ)

%
 o

f 
It
e
m

s
 C

la
s
s
if
ie

d
 a

s
 P

re
d
ic

ta
b
le

 

 

VP

JVP

(a) Percentage of items classified as predictable versus the threshold of the normalized
error tn.

0 0.5 1 1.5
0

0.03

0.05

0.1

0.15

0.2

0.25

Threshold of Normalized Error t
n
 (in unit of σ)

A
v
e
. 
R

e
la

ti
v
e
 E

rr
o
r 

o
f 
P

re
d
ic

ta
b
le

 I
te

m
s

 

 

VP

JVP

(b) Average of the average relative error er’s among all predictable items versus the
threshold of the normalized error tn.

Figure 2.5: Setting thresholds for classifying test items.
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once a threshold of er is set (e.g. 3%), the corresponding tn can then be found

in Figure 2.5b. In turn, the corresponding percentage of items classified as pre-

dictable can be found in Figure 2.5a. In this illustration, tn is determined based

on JVP’s results (i.e., red curves in both figures).

Pre-Test Analysis Result

The goal of pre-test analysis is to identify test items which can be accurately

predicted with a small subset of samples. To achieve this, the complete test data

of a training wafer are analyzed. We repeatedly selected samples to run VP and

JVP, and then calculated the prediction error for all test items.

Table 2.1 compares the results of VP and JVP. In comparison with VP, JVP

shows significantly faster runtime (the last two rows). The second row shows the

percentage of items classified as predictable by each method. As different methods

produce different sets of predictable items , we then identify the intersection of

predictable items I, which contains those test items classified as predictable by

both methods (the third row). The fourth row shows the average er for different

methods based on I only. Note that JVP achieves a bit worse predictable accuracy

than VP, because the exact prediction accuracy is not the main concern in pre-

test analysis and all test items are processed by single run of JVP to fast identify

predictable items.

Validation and Test Application

The above comparison of JVP and VP is for the training, pre-test analysis

phase. The items classified as predictable in the pre-test analysis needs further
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Table 2.1: Comparison of VP and JVP

Dataset 1 Dataset 2

Method VP JVP VP JVP

Test items classified
as predictable

20.9% 31.8% 14.7% 29.1%

Test items predictable
by both methods (I)

20.9% 14.7%

Average er of I 0.49 0.49 0.96 0.97

Runtime (sec.) 186.64 0.92 72.32 0.50

Runtime improvement – 202X – 145X

Table 2.2: Percentage of Test Items Classified as Predictable

Pre-Validation Post-Validation

Dataset1 31.8% 26.7%

Dataset2 29.1% 27.1%

validation using the complete test data of another wafer. An item whose er exceeds

a target threshold, 3% in our experiment, should be considered as unpredictable

and thus removed from the final list of predictable items. Table 2.2 shows the

percentage of predictable items, based on JVP, before and after this validation

phase.

In the test application phase, only those validated predictable test items are

analyzed and used for test prediction. Both prediction accuracy and runtime

should be considered in the test application phase. The comparison of VP and

JVP in the test application phase is shown in Table 2.3. JVP is 57X and 43X

faster than VP for Datasets 1 and 2, respectively. And the average error among

those predictable items is even reduced.
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Table 2.3: Comparison in Test Application Phase

Method Ave. er Runtime (sec.) Improvement

Dataset 1
VP 0.58% 36.27 –

JVP 0.54% 0.64 57X

Dataset 2
VP 0.77% 20.60 –

JVP 0.70% 0.48 43X

2.4 Summary

In this chapter, we propose a weighted group lasso technique for building an

inter-test-item correlation model among all test items based on a given test pro-

gram. Learning from the manufacturing test data of training chips, WGL identifies

test items which can be eliminated from measurement without compromising test

quality.

In addition, we proposed a joint virtual probe technique which captures the

spatial patterns in the test data for multiple test items jointly. JVP is formulated

as a convex optimization problem for an under-determined linear inverse problem

which can be solved by existing algorithms, such as the M-FOCUSS algorithm,

and achieves a very significant speedup in comparison with the original VP. JVP

benefits from the correlated data of other test items when estimating a test item’s

spatial pattern and thus could achieve better accuracy than VP as well.
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Test Time Reduction

3.1 Introduction

It is well known that, for some test items, there exist spatial correlations

among dies on the same wafer. There also exist correlations among multiple mea-

surements taken from the same chip (i.e., inter-test-item correlations). For test

time reduction, it is preferable to predict more costly test items if such options

exist. In this chapter, we propose a TTR methodology that integrate both VP∗

and WGL techniques to enable utilization of both spatial and inter-test-item cor-

relations. We can run VP first to identify items that can be predicted without

measurement (referred to as VP-predictable items) based on spatial correlations.

It is then followed by running WGL for which those VP-predictable items are as-

signed a small weight and the other test items (i.e., spatially unpredictable items)

are assigned a large weight. With such assignments, WGL, which identifies addi-

∗We can use either JVP or VP for spatial pattern prediction. For simplicity and consistency,
in the rest of this chapter we refer such methods as VP.
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tional predictable items based on inter-test-item correlations, will find predicable

items mainly from the pool of spatially unpredictable test items, thus maximiz-

ing the union of the predicable items derived from the spatial and inter-test-item

correlations.

The proposed methodology offers the flexibility of exploring the trade-off be-

tween the number of removed test items and the prediction accuracy. We propose

to use two predictability criteria, the bound of relative prediction error and the

margin from the specification limits, to control the training process. We con-

ducted experiments on a high volume industrial device and identified 47% of the

test items to be candidates for sampling or elimination from the test list, out of

338 parametric test items, with a potential test time savings of 55% given our test

time assumptions.

The rest of this chapter is organized as the following. Section 3.2 illustrates

how to integrate WGL with the VP method. Section 3.3 discusses the criteria for

classifying test items as predictable or not and the flow of our proposed method-

ology. Section 3.4 provides experimental results, and we conclude this chapter in

Section 3.5.

3.2 Optimization for Test Time Reduction

In Chapter 2, we described two TTR methods, VP and WGL, which target

spatial and inter-test-item correlations, respectively. In this section, we aim at

addressing the following issues:

1. Taking into account the distinct time of each individual test item for overall
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test time reduction. Different test items incur different test times. In find-

ing predictable test items by TTR methods, it is preferred that the more

costly test items are predicted because they contribute more to the total

test time. Reflecting different test times of test items requires a scheme to

assign different significance to differentiate test items. This problem also

includes how to map the practical test times to reasonable parameters so

the generated result is most improved in terms of TTR.

2. Considering both spatial and inter-test-item correlations in test data for

overall test time reduction. As spatial patterns and inter-test-item corre-

lations are two independent approaches, many TTR methods have been

proposed targeting either of the two. It is natural to ask if there is a way to

utilize both correlations simultaneously and expand the dimensions of test

data analytics. For instance, having different sets of predictable test items

from VP and WGL, we want to maximize the union of the two sets so that

we find the largest number of predictable test items. If a test item has been

identified as predictable in one method, the other method should tend to

predict the other test items instead of the one already predicted by the first

method.

In the following we discuss issues of assigning an appropriate weight for a test

item in the WGL problem.
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3.2.1 Reflecting Item’s Test Time

Directly using the test time of the ith item as the weight wi in (2.12) or (2.13)

might lead to impractical solutions. For example, having groups with a very

large weight in the constraint in (2.12) might cause undesired dominance of the

constraint (which reflects the sparsity of the correlation matrix) over the cost

function for minimization (which reflects the prediction error) as the optimization

target. As a result, the solution might have unacceptably high prediction error or

find very few predictable test items.

In our methodology, we use the normalized test times as the weights in the

WGL definition. For instance, assuming that we have n test items and their test

times are t1, t2, . . . , tn, respectively, we normalize all t’s so that their normalized

values are in the range of 0.5 to 1.5 and the mean is equal to 1. These normalized

t’s are then used as the weights, w, in (2.12) and (2.13).

3.2.2 Weight Assignment for TTR Utilizing Both Spatial

and Inter-Test-Item Correlations

A straightforward TTR strategy to utilize both spatial and inter-test-item

correlations is to run both VP and GL on all test items independently and the

aggregate their results for TTR. Assume TV P and TGL are the sets of predictable

test items identified by VP and GL, respectively. Then their union TI = TV P ∪

TGL would be the set of total predictable test items that can be removed from

measurement. However, such a strategy often produces sub-optimal results. It is

desirable to minimize the overlap (i.e. intersection) of TV P and TGL and maximize
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their union, which in turn maximizes the test time reduction. This optimized

strategy can be implemented by running VP first, followed by running WGL.

After identifying TV P , we set a lower weight, wl, for every test item in TV P and a

higher weight, wh for test items not in TV P before running WGL. Because WGL

tends to minimize the α’s for groups with a higher weight, the resulted predictable

test items by WGL, TW GL, would have minimum overlap with TV P . As a result,

the final set of predictable test items, TJ = TV P ∪TW GL, under this strategy would

most likely be larger than the set, TI , produced by the straightforward strategy.

3.3 Test Methodology Based on GL and WGL

In this section, we describe in detail the application of the inter-test-item

correlation model of GL/WGL. The first issue to be addressed is to evaluate if the

prediction accuracy of a candidate test item is sufficiently high and if the item can

indeed be safely eliminated from the test program without compromising the test

quality. Those candidate test items meeting a desired level of prediction accuracy

(i.e., predictability) are referred to as predictable test items in the following.

We then discuss some practical issues of applying the proposed methods in

production. Specifically, we discuss the issues of handling random defects, nor-

malized prediction error, and the need of continuous cross-validation to monitor

if the manufacturing process is sufficiently stationary.

Then we describe the two-stage test methodology of GL or WGL in detail:

the pre-test analysis for learning the inter-test-item correlation model and the

test application stage which utilizes the learned model for TTR.
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3.3.1 Criteria for Classifying Predictability

Even if the correlations among the test items are weak, GL or WGL will

still produce a correlation model. However, the prediction accuracy based on the

model might not be accurate.

According to Section 2.2.2, a useful correlation model for TTR has one or

multiple near-zero columns. The values of the corresponding candidate test items

can be predicted by a combination of other test items. Since we use a penalty

parameter, λ, in the minimization problem (2.11) to control the sparse level of α,

each u of the solution found may not be minimal. That is, there is no guarantee on

the prediction accuracy for the candidate test items derived from the correlation

model. Hence we need to apply one more filtering step to the set of candidate test

items: only a subset of them that meet some criteria and achieve a desired level

of prediction accuracy will be selected as predictable test items.

We evaluate the predictability of a test item based on two criteria:

1. The maximum relative prediction error among a total of d chips in the

training set:

e = max({|(ĝi − gi)/gi| : i = 1, · · · , d}) , (3.1)

where ĝi and gi denote the predicted and the measured values of chip i in

the training set.

2. The margin between specification limits of a test item and the range covering

most of the training chips’ predicted values. If we denote the 25%, 50%, and

75% points of the cumulative distribution function (CDF) of the predicted

values of all training chips as Q1, Q2, and Q3 respectively, the IQR, defined
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Table 3.1: The Predictability Levels

Predictability level Relative error
Margin from spec limits,
percentage of (Lh − Ll)

High 0% ∼ 5% > 35%

Medium 5% ∼ 25% 15% ∼ 35%

Low 25% ∼ 100% < 15%

as the range of the middle fifty, would be equal to Q3 −Q1. The interquartile

range method defines the range X from Q1 − 1.5IQR to Q3 + 1.5IQR as

the range covering most of the data points for an arbitrary distribution

(conceptually similar to the 3σ range for a normal distribution).

If we denote Ll and Lh as the low and high limits of a test item’s specification

range respectively and M as the desired margin between the specification

limits and the range X defined above (i.e., [Q1 −1.5IQR, Q3 +1.5IQR]), the

following is the second criterion used for classifying a test item as predictable:

Ll + M < X(ĝi, i = 1, · · · , d) < Lh − M . (3.2)

We define three levels of predictability, high, medium, and low, for each of the

two criteria in Table 3.1. Based on the predictability levels, we classify each test

item as either predictable or unpredictable, as shown in Figure 3.1. That is, a

test item is considered predictable only if it has a high predictability level for at

least one criterion and does not have a low predictability level for any criterion.
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Figure 3.1: We classify each test item into one of two possible categories, pre-
dictable or unpredictable, based on joint consideration of two criteria. Predictabil-
ity is evaluated through relative prediction error and the distribution of the pre-
diction error.

49



Test Time Reduction Chapter 3

3.3.2 Challenges of Random Defects, Prediction Error,

and Process Stationarity

Selecting Test Items Targeting Random Defects

VP and GL are effective only for test items and chips that are affected by

process and systematic variations. For chips with random defects, their values

of some test items might not follow the correlations captured from the training

chips. Therefore, even for predictable items, the values of such defective chips

predicted by VP and GL/WGL might be inaccurate.

However, a defective chip with a random defect is usually more catastrophic

(than systematic and variation-induced failures) and can often be detected by

multiple test items. In addition, it has been observed that chips with random

defects can often be detected by a small subset of test items, carefully selected

from a test program consisting of a large number of test items. As an example,

Table 3.2 shows the number of test items of a high-volume production chip that

are required to cover all failed chips in the training set whose test items cannot

be accurately predicted by VP and GL (i.e., most likely the suspects with random

defects). Out of 338 test items in total, while the number of test items required to

cover all random defect suspects increases as more wafers are considered, the test

item count required is still relatively small in comparison with the total number

of test items.

Based on this observation, we address random defects by selecting additional

test items for explicit measurement, among those items classified as predictable

based on the criteria discussed in Section 3.3.1. Specifically, in the model valida-
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Table 3.2: Test Items Required to Cover All Random Defect Suspects

Number of training wafers 1 2 3 5 10 25

Number of test items to cover
all random defect suspects

9 12 18 26 38 57

tion phase, if the number of chips escaping from a predictable test item is greater

than a threshold (i.e., the prediction error is abnormally large for too non-trivial

number of chips in the training set), we disqualify it as a predictable item and,

instead, classify it as unpredictable and thus requiring explicit measurement.

Screening Test Items by Normalized Error

While using the relative prediction error in Equation (3.1) and setting an

upper bound on e as one of the criteria for classifying the test items ensures the

test quality will not be compromised, the use of the relative prediction error,

however, is biased by the test item’s mean and variation when evaluating the

prediction quality. It is possible that a model in which a test item’s distribution

is not accurately captured, but still has a small relative prediction error, if the

test item’s mean is large and its variation is small. For such a case, though the

distribution of the test values are not accurately captured, the errors, divided by

their large mean, are sufficiently small to pass the error bound e.

To address this problem, the test items that pass the two criteria in Sec-

tion 3.3.1 are further examined using their normalized prediction error. The nor-

malized prediction error, without the bias of the test item’s mean and variation,

better reflects the accuracy of capturing the test item’s distribution. Specifically,

those test items with a normalized prediction error greater than a threshold will
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be screened out and excluded from the final set of selected predictable test items.

Stationarity

There exist wafer-to-wafer and lot-to-lot variations. Therefore, in applying the

model trained based on the test data of one wafer for testing of another wafer,

it is necessary to perform additional validation to assure the correlation patterns

of the chip/wafer under test are sufficiently close to the patterns exhibited in the

training data.

The validation can be easily done by taking additional measurement for a small

number of the chips for the predictable test items. If the statistics of the differences

between the predicted values and measurements are significantly greater than

those estimated from the training set, explicit measurements for all test items

should be made for all dies in the wafer. The complete test data of the wafer will

then go through further outlier analysis. If the analysis concludes that the wafer

is an outlier, the original model will continue to be used. Otherwise, retraining

based on the target wafer’s new data is triggered and the retrained model will be

used for further testing of other wafers. Through this continuous validation, the

methodology can be adapted to address significant wafer-to-wafer and lot-to-lot

variations.

3.3.3 Test Procedure

In this subsection, we summarize the procedures of both pre-analysis and test

application stages.
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Flow of Pre-Test Analysis

The input to the pre-test analysis procedure includes a) complete test data

of a set of chips as the training set (including die locations and specification lim-

its, measured values, and test time for each individual test item), b) criteria for

predictability classification (as described in Section 3.3.1), and c) the preferred

statistical regression methods (VP and/or WGL with a choice of weight assign-

ment as discussed in Section 3.2).

We run VP first, if VP is chosen as a preferred method. Based on the options

discussed Section 3.2, we use either the test times or test items’ predictability

classified by VP to determine the weights before running WGL. Next, we build an

inter-test-item correlation model by solving the WGL problem defined in (2.13).

After that, we determine the predictable items based on the criteria illustrated

in Table 3.1 and Figure 3.1. In addition, extra test items are selected for mea-

surement, based on the discussion in Section 3.3.2, to detect failed chips caused

by random defects. Finally, we estimate test time saving, the yield loss, and the

escape rate by comparing the predicted values with measured values of training

chips. The pre-test analysis procedure is illustrated in Figure 3.2.

Test Application Flow

In the test application stage, we skip predictable test items from measure-

ment. Based on the partial measurement results and the correlation model, the

values of those predictable test items are calculated. We can apply this proce-

dure, illustrated in Figure 3.3, to any wafer or any collection of chips for testing.

We first perform all tests for those predetermined sample dies/chips in the tar-
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Figure 3.2: The flow of pre-test analysis.
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get wafer or collection of chips. The measured values of these samples are used

for three purposes: a) used by VP to calculate the predicted values of the other

dies based on the spatial correlations, b) used by GL/WGL to calculate each test

item’s mean and standard deviation for chips on the target wafer which are needed

for converting the normalized predicted values, defined in (2.1), to the predicted

values, defined in (2.2), and c) used for checking the stationarity for the validity

of inter-test-item correlation model on the target wafer (or a target collection of

chips) based on the discussion in Section 3.3.2.

Then we perform the following two processes concurrently for the remaining

chips that are not those predetermined samples: a) testing the unpredictable test

items for chips, and b) using the statistical methods (VP and/or WGL) to predict

the values of those predictable test items. After gathering all predicted values and

measured values, we can apply the validation process described in Section 3.3.2.

If the wafer (or the collection of chips for testing) passes the validation for sta-

tionarity, the test results are considered valid. Otherwise, we cannot trust the

predicted values and thus have to test all test items for the measured values of

all chips on the wafer for the outlier analysis. Several proposed methods, such

as [70, 71], can be used to help identify outlier wafers. If the wafer is an outlier,

we do not change the correlation model and continue the above procedure to the

next wafer. Otherwise, we rerun the pre-test analysis to build a new correlation

model before applying the procedure to the next wafer.
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Figure 3.3: The flow of test application.
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3.4 Experimental Results

We applied GL and WGL to the wafer sort data of a high-volume industrial

device. There were 25 wafers per lot and 5500+ dies per wafer. For each lot,

500 randomly sampled dies (by Latin hypercube sampling method) on the first

wafer were used for training, and the other 5000+ dies on the same wafer were

used for validating the trained model, as discussed in Section 3.3.3. The test

program we analyzed consists of hundreds of test items, approximately 70% of

which are parametric in nature, and those tests are the ones to which we applied

our proposed method.

3.4.1 Inter-Test-Item Correlations Analysis

The correlation matrix, which is the solution to the GL regression problem of

(2.10), reveals the correlations among test items, as formulated in (2.2). Coeffi-

cient αij reflects the significance of Fj in predicting Fi. A larger αij means that

Fj contributes more in predicting Fi; therefore, test item j has a stronger corre-

lation with test item i. One example of the prediction is shown in Fig. 3.4 where

the values of the test item are color-coded. The prediction result of the 87th test

item shows very high consistency with the measurement data. Figure 3.5 shows

the three test items with the largest coefficients α’s in predicting test item 87 in

Figure 3.4. It can be observed from the wafer maps that test item 35, with the

largest α, has the strongest correlation with test item 87.

Figure 3.6 shows the number of predictable test items versus the penalty pa-

rameter λ for different relative error bounds e, defined in Equation (3.1). With a
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(b) Prediction result

Figure 3.4: Die map of measured values and predicted values of test item 87.
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(c) Test item 97
(α = 0.0540)

Figure 3.5: Test items with the largest coefficient α in predicting test item 87.
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Figure 3.6: Number of predictable test items versus penalty parameter λ for six
different error bounds e’s.

fixed error bound, different λ values result in different numbers of predictable test

items. For a given λ, the larger the error bound, the more the predictable test

items. Furthermore, the λ value that maximizes the number of predictable test

items varies for different e’s. The optimal value of λ depends on the test data,

including the number of test items, their measured values, and the number of dies

for training.

For e being infinity, which completely ignores the constraint imposed by the

bound of prediction error, all candidate test items will be classified as predictable

test items. The curve of e = inf, thus showing the number of candidate test

items, rises up rapidly when λ becomes smaller than 50. It approaches very close

to the total number of test items when λ → 0 because sparsity of the correlation

matrix becomes the dominant emphasis while accuracy is ignored. As a general
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trend, those candidate test items found at a low λ value, however, more likely

have a larger prediction error and thus will more likely be screened out by the

predictability criteria and considered unpredictable in our methodology. For e at

5%, the maximum number of test items identified as predictable is around 19%

among the 338 test items we analyzed.

In addition to identifying predictable test items, the correlation matrix pro-

duced by GL also reveals the strength of correlations among test items. Figure 3.7

shows the relations between the predictable test items and the test items used to

predict others, i.e., the “predicting” test items. In the scatter graphs, a point

at coordinate (j, i) means that test item fj is in the set of test items that are

used for predicting test item fi. The orders of the predictable and predicting test

items were rearranged so the figures show clusters of points. Showing points with

αij ≥ 0.01, Figure 3.7a contains more points, some of which may not represent

significant relations. Figure 3.7b, on the other hand, shows only relations with

αij ≥ 0.05 and reveals only relations that are sufficiently strong.

If we have a cluster of points with x-coordinates in the range of u and y-

coordinates in the range of v, we can conclude that fu predict fv, and therefore

fu and fv have strong correlations. For example, in Figure 3.7b the first 23

reordered predictable test items are predicted by 7 of the first 8 predicting test

items, implying that the 23 predictable test items and the 7 predicting test items

are highly correlated.

We then applied the model for testing the other 24 wafers. The prediction

errors of using the model produced by setting e = 5%, the prediction errors

of an exemplar are illustrated by a boxplot in Figure 3.8. The y-axis indicates
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(b) αij ≥ 0.05

Figure 3.7: The relations between predictable test items and the “predicting” test
items.

the relative prediction error of dies corresponding to each predictable test item

(the x-axis). The ends of a whisker represent the lowest datum still within the

lower quartile minus 1.5IQR (where IRQ is the interquartile range, the difference

between the upper and lower quartiles), and the highest datum still within 1.5IQR

plus the upper quartile. Any data not included between the whiskers are plotted

as a cross. As illustrated in Figure 3.8, all prediction errors are within the 5% error

bound e when applying the model obtained from the training wafer to another.

In our methodology, the margin from the spec limits is the other criteria

for classifying test item predictability. Increasing the desired margin will reduce

the number of test items classified as predictable as shown in Table 3.3. If the

manufacturing process is relatively stable, we can set a smaller margin and the

number of test items classified as predictable would be larger. For example, when

the margin is set to 5%, 71 test items (i.e., 21% of total items) are classified as

predictable.
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Figure 3.8: Error boxplot of each predictable test item.

Table 3.3: Number of Predictable Item vs. Margin from Spec Limits

Margin from spec limits 5% 15% 25% 35% 45%

Number of items as predictable 71 64 49 20 11

Figure 3.9 shows an example of GL’s training result of one wafer for which

each test item’s prediction error and its margin from the spec limits are illustrated.

Each dot in the figure denotes a candidate test item, in which the x-coordinate

is the item’s prediction error and the y-coordinate is one minus the margin from

the spec limits (so the smaller the y value, the larger the margin and the more

predictable the test item). We classify the test items in the unhatched area as

predictable test items, as discussed in Section 3.3.1.

For the evaluation of the test application procedure described in Section 3.3.3,

we used 500 dies in wafer No. 1 to train a model, and used all the remaining dies

in the wafer for selection of predictable test items. When using the trained model

for test application, we are concerned about test escapes: escaping faulty chips

whose predicted values are mistakenly within the specification limits.

The test escapes of using various trained models are summarized in Table 3.4.
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Figure 3.9: The predictability of test items based on test data of one wafer. Each
dot denotes a candidate test item and the test items in unhatched/hatched area
are defined as predictable/unpredictable test items.

We trained five different models. The first two models were generated by setting

an error bound only, at e = 5% and e = 25% respectively. The third and the

fourth models were generated by setting a lower bound on the margin from the

spec limits only, at 15% and 35% respectively. The fifth model was generated

using both criteria as showed in the unhatched area in Figure 3.9. Assuming that

the test time of all test items is identical, the percentages of test time savings are

19.2, 21.0, 18.9, 5.9, and 17.5% respectively while the number of escaped dies,

among the 130,950 dies tested, are 3, 14, 12, 1, and 1, respectively. Setting large

error bound derives more predictable test items with, however, more escaped dies.

On the other hand, setting tight margin results in fewer escaped dies with lower

test time savings. The fifth model have a balance between test time savings and

prediction quality.
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Table 3.4: Number of Escaped Dies for Various GL Models

Error
bound

Spec
margin

# of escaped
diesa

Predictable
item #

Test time
savings

5% – 3 65 19.2%

25% – 14 71 21.0%

– 15% 12 64 18.9%

– 35% 1 20 5.9%

∼ 25%b ∼ 35%b 1 59 17.5%

a130,950 dies in total
b The unhatched area in Figure 3.9

3.4.2 TTR With Test Time of Individual Item

Enhanced from GL, WGL enables two applications for further test time reduc-

tion. First, it can take into account the distinct test times of individual test items.

As the information of the actual test time and cost of each individual test item

in the production test program is not available to us, we randomly generated two

different sets of test times for our experiments to illustrate WGL’s functionality

and capability. In the first experiment, we used ten distinct test times, ranging

from 0.1 to 3.5 unit, and randomly assigned 10% of the test items for each test

time. In the second experiment, we also used ten distinct test times but with a

larger range, ranging from 0.25 to 25 unit, and assigned them evenly to all test

items.

The experimental results are shown in Table 3.5, where TGL and TW GL denote

the predictable test items found by GL and WGL, respectively. For both cases,

WGL can achieve further test time reduction by taking into account the test time

of individual test item. In comparison with GL, WGL achieves additional 11%
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Table 3.5: Test Time Improvement by WGL

Case # of TGL
Escaped
dies #

Time
savings

# of
TW GL

Escaped
dies #

Time
savings

1 59 1 17% 80 8 28%

2 59 1 17% 79 3 35%

and 18% test time savings than GL does for these two cases. Because the spread

of test times for different test items in Case 2 is larger than that in Case 1, WGL

achieves a greater test time saving in Case 2 even though it classifies one fewer

test item as predictable than the first case.

3.4.3 Integrating Both Spatial and Inter-Test-Item Corre-

lations

The second feature of WGL is the ability to exploit and integrate both spatial

and inter-test-item correlations in test data. As described in Section 3.2.2, we

can merge the results of VP (targeting spatial correlations) and GL (targeting

inter-test-item correlations) in a straightforward way by taking the union of the

predictable test items classified by each methods. Rather than directly taking

the union of predictable test items, WGL can be used to optimize the number

of total predictable test items. This is achieved by setting different weights to

VP-predictable and VP-unpredictable test items before running WGL to explore

the inter-test-item correlations.

The experimental results of comparing these two strategies are shown in Ta-

ble 3.6, where TV P denotes the predictable test items derived by VP and TGL

denotes either the predictable test items derived by GL for the first strategy (in
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Table 3.6: Intuitive Merge vs. Weighted Merge

Method TV P ∪ TGL TV P TGL TV P ∩ TGL Time savings

Straightforward 134 96 59 21 (36%) 39.6%

Weighted 153 96 65 8 (12%) 45.3%

the row indicated as “Straightforward”) or by WGL for the second strategy (in

the row indicated as “Weighted”). The values shown in the table are counts of

test items in different sets. In this experiment, we assume all test items have

an identical test time. The weighted strategy can save an additional 5.7% test

time over the straightforward strategy for using both spatial and inter-test-item

correlations. WGL successfully reduces the overlap between the predictable test

items produced by VP and GL — the number of test items in their intersection

reduces from 21 to 8.

Figure 3.10 attempts to compare the prediction errors of the same set of test

items for using inter-test-item correlations only versus using both spatial and

inter-test-item correlations. Figure 3.10a shows the prediction errors by using

only inter-test-item correlation for prediction and Figure 3.10b shows the errors

by using both spatial and inter-test-item predictions for prediction. When utilizing

both spatial and inter-test-item correlations, VP was first run, whose results are

then used as the input to WGL.

The fact that, under the VP+WGL strategy, some test items which are used for

predicting other items in WGL were not actually tested but, instead, predicted

using VP increase the overall prediction error. Test items 12 and 13 incurred

a noticeable drop in accuracy. The reason for this is because these two items

classified as predicable based on their relatively large margin from the spec limits,
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(a) Prediction errors by only inter-test-item correlations
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(b) Prediction errors by both spatial and inter-test-item correlations

Figure 3.10: Comparison of the GL and VP+WGL prediction errors for the same
set of test items, which are the intersection of predictable test items derived by
GL and by VP+WGL.

while they have a relatively large prediction error. As shown in Figure 3.10b, the

prediction error of test items 12 and 13 are still within the 25% error bound used

for classification.

Table 3.7 compares the results of using different statistical methods and strate-

gies. In this comparison, the test time of each test item is based on the assumption

of Case 2 in Table 3.5. Applying VP or GL only can achieve 31.5% and 15.7% test

time savings, respectively. If we integrate VP and GL, which is equivalent to using

VP and WGL with an assignment of the same weight to all test items, the test
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Table 3.7: Summary of Test Time Saving for Various Strategies

Method
# of escaped

diesa

# of predictable
items

Test time
savingsb

VP only 4 96 31.5%

GL only 1 59 15.7%

VP+WGL with the
same weight

5 136 41.8%

VP+WGL weighted
by time

7 132 46.3%

VP+WGL weighted
by VP

12 151 47.9%

VP+WGL weighted
by time & VP

8 160 55.0%

a130,950 dies in total
bBased on the test time assumption of Case 2 in Table 3.5

time saving increases to 41.8%. Integrating VP and WGL by assigning different

weights to test items properly reflecting their test times can further improve the

test time saving to 46.3%. If we integrate VP with WGL whose weights are based

on VP’s classification results, the improvement reaches to 47.9%. Finally, the last

case shows that the integration of VP and WGL whose weights are jointly deter-

mined by both test items’ test times and VP’s classification results can achieve

55.0% improvement. However, the number of escaped dies might slightly increase

in order to gain some of such improvements.

3.5 Summary

In this chapter, we propose a methodology to utilize inter-test-item correlations

for test time reduction. We further improve the methodology to take into account
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the test time of each individual test item for further reduction of production test

time. Through integration with VP which can capture spatial correlations in test

data, the methodology also allows exploiting and utilizing both spatial and inter-

test-item correlations simultaneously for test time reduction. A case study of a

high-volume industrial device shows that the proposed methodology can reduce

the test time by 55.0% with only 8 escaped dies out of 130,950 tested dies in total.

69



Chapter 4

Silicon Characterization

4.1 Introduction

Efficient and effective testing and diagnosis could significantly improve product

quality and manufacturing yield for complex designs. At different manufacturing

stages, different test strategies are used to target different failures and variations.

For example, to evaluate the quality and stability of the manufacturing process,

wafer acceptance test (WAT, also known as wafer electrical test, WET, or e-test)

is performed at the end of processing a wafer on process control monitors that are

small devices located on the scribe lines. On the other hand, production test is

conducted for each integrated circuit at a later stage to ensure the correctness and

quality of each shipped product. As their objectives and test vehicles are different,

the relationship and their implication between the test data from different test

stages are not clear. As a result, analysis of test data has usually been restricted

to data from one test stage only.
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The same variations and/or defects can affect performances and characteristics

measured at multiple test stages. For instance, variation to a process parameter

can affect both Iddq test in the production test stage and the gate-oxide quality

test in WAT. Therefore, characterizing systematic variations and failures based on

test data from multiple test stages can potentially further improve process control

monitoring, yield estimation, outlier wafer/die detection, and failure diagnosis.

However, it is challenging to identify the connection between a bad die’s syndromes

derived from wafer probe test, especially for those caused by systematic failures,

and its process parameters.

Representing the production test data in the form of color-coded wafer maps,

two-dimensional spatial patterns, formed by either statistics of good/faulty dies

or normalized measurement data, are considered as input to analysis of systematic

failures. If similar spatial patterns (with respect to shape, size, and location) in

wafer maps derived from test data are observed, there is a high probability that the

corresponding faulty dies may experience similar systematic variations. Moreover,

if the wafer maps derived from a process parameter and from a production test

item exhibit a similar spatial pattern, then it should be strong evidence that the

failures are strongly related to variations of a certain process step.

For the objective of characterizing systematic variations and failures between

two different test stages, there are several challenges:

a) For the production test items with a binary (pass or fail) outcome, finding

the correlations between such nonparametric test items and process parame-

ters is a nontrivial task. Compared to parametric test items, nonparametric

test items compress details into a single-bit test result, pass or fail, and thus
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the test data has little information available for further analysis. That is,

all failures have the same test syndrome, a fail symbol, but could be caused

by different or the same type of variations and defects.

b) For WAT, there are limited number (e.g., five or nine) of sites within a wafer

for measuring process parameters, while production tests are conducted for

every die on the wafer. Furthermore, sites and dies are in different scales;

a site usually covers multiple dies. Thus, data analytics between process

parameters and production test measurements is limited by the resolution

of the WAT data. Predicting process parameters for every die location in a

complete wafer map based on the WAT data from the limited sites can help

increase the accuracy for the temporal (i.e., inter-test-stage) analysis.

c) A correlation model hardly fits the test data with wafer-to-wafer and lot-to-

lot variations, which are commonly seen in most products. A model tends

to overfits test data that come from a single wafer or from a single lot. On

the other hand, a model could underfit test data if data from all accessible

wafers are used. In other words, a task of fitting a robust and flexible model

for test data within a long time period is nontrivial.

d) Random variation and abnormal wafers degrade the accuracy of test data

characterization, especially for the WAT data that have relatively few mea-

surements for a wafer. Spatial patterns that are identified in more wafers or

for more process parameters are more trustworthy than others that occur in

fewer wafers of for fewer process parameters. Any proposed methods should

be insensitive to outliers.
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In this chapter, we propose a framework with several learning and statisti-

cal techniques to address these challenges. To overcome challenge a), we invoke

pattern classification, which is well studied in the areas of both semiconductor

manufacturing and computer vision, to build the connection between parametric

process parameters with nonparametric production tests. Two-dimensional wafer

maps could reveal some characteristics of systematic failures that binary vectors

cannot due to inclusion of extra coordinate information. One example is to sepa-

rate random defects from the test syndromes with systematic failures that follow

certain two-dimensional spatial patterns.

To address challenge b), we extend Virtual Probe (VP) [9] to predict process

parameters in every location within a complete wafer map, based on WAT data

at limit site locations. We improve VP for predicting process parameters in every

location within a complete wafer map in the die scale.

We then address challenge c) using a biclustering technique. A biclustering

technique classifies a two-dimensional test dataset into several biclusters. In each

bicluster, the dies are similar to each other on the test items and vice versa. Hence,

fitting a model using a subset of data (i.e., fitting based on the data in a bicluster)

is more efficient and effective than using the entire dataset. Our experimental re-

sults show that some spatial patterns can particularly be recognized in a bicluster.

Several biclustering algorithms have been published, such as FABIA [72]. As an

advantage, FABIA also takes care of challenge d) by the algorithm itself excluding

outliers from the identified biclusters. In other words, a random defect will not

be classified as a systematic pattern.

We organize this chapter as follows. We define patterns of test data and
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review the background of FABIA in Section 4.2. In Section 4.3, we detail the

implementation of our proposed framework, including spatial modeling with a

greater resolution, biclustering, and pattern classification. Then, we demonstrate

the efficacy of our proposed methods using industrial data in Section 4.4. Finally,

we conclude in Section 4.5.

4.2 Background: Biclustering and FABIA

Biclustering is widely used in bioinformatics field for extracting knowledge

from gene expression measurements [73], and has also been generalized for han-

dling two-dimensional dataset. Using semiconductor test data as an example, each

row of a test measurement matrix corresponds to a die sample and each column

corresponds to a test item. Performing clustering on columns (i.e., clustering sim-

ilar test items) has a limitation that test items that are somewhat similar may

only be similar on a subset of dies, but not all dies. Similarly, clustering rows (i.e.,

identifying similar dies) has a limitation that dies that are somewhat similar may

be similar only for a subset, not all, of test items. Biclustering addresses these

limitations and utilizes simultaneous clustering on the row and column dimensions

of the test data matrix.

FABIA (Factor Analysis for BIcluster Acquisition) [72] is based on a multi-

plicative model that can be used to efficiently explore linear dependencies between

dies and test items. This section illustrates how to perform biclustering on test

data using FABIA. We briefly summarize the mathematical background of FABIA

in the following. The test data are represented as a matrix X ∈ R
l×n where l
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and n are the number of dies and test items, respectively. The element xjk of X

corresponds to the measurement of the kth test item in the jth die sample.

In a multiplicative mode, two vectors are similar if one is a multiple of the

other, i.e., their correlation coefficient is one (or minus one). Based on this as-

sumption, a bicluster is defined as a pair of a row set and a column set where

the rows are similar to each other and the columns are also similar to each other.

Such linear dependency is represented by zλT where λ is a prototype column

vector with nonzero elements for test items participating in a bicluster, and z

is a column vector of factors by which the corresponding prototype columns are

scaled. The nonzero elements of z denote the dies that participate in the same

bicluster. As shown in Figure 4.1, a model with p biclusters is formulated by

X =
p
∑

i=1

ziλ
T
i + Υ = ZΛ + Υ , (4.1)

where Υ ∈ R
l×n is additive noise; Z ∈ R

l×p and Λ ∈ R
p×n are the sparse factor

matrix and the sparse prototype matrix, respectively. FABIA allows overlapping

biclusters, but p should be defined explicitly.

FABIA formulates biclustering as a sparse matrix factorization problem. The

measurements of the ith die (xi, the ith row of X) can be interpreted by a factor

analysis model:

xi =
p
∑

j=1

zijλ
T
j + ǫi = z̃iΛ + ǫi , (4.2)

where ǫi is the ith row of the noise matrix Υ and z̃i = (zi1, . . . , zip) denotes

the ith row of the factor matrix Z. FABIA assumes that each z̃i is N (0, I)

distributed. The unit covariance matrix indicates that the biclusters are not
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Figure 4.1: A multiplicative model with three biclusters. Each rectangular
checkerboard represents a matrix. Colored/hatching rectangles are nonzero el-
ements of matrices while white rectangles are zeros. The nonzero elements within
a bicluster and within the corresponding prototype and factor vectors have the
same color and hatching pattern. Note that the nonzero elements are adjacent to
each other for visualization purposes only and additive error Υ is not shown in
this figure.

correlated, and, hence, one bicluster in the data will not be divided into dependent

small biclusters. Another assumption is that each ǫi is an independent Gaussian

noise and is N (0, Ψ) distributed where Ψ ∈ R
n×n is a diagonal covariance matrix.

FABIA then identifies the biclusters (i.e., selecting the model parameters Λ

and Ψ that explain the data best) using variational expectation maximization

while assuming component-wise independent Laplace priors for both z̃’s and λ’s.

The implementation details are beyond the scope of this dissertation and can be

found in [72].
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4.3 Implementation

A proposed framework for characterizing systematic variations and failures

between dataset from different test stages is detailed in this section.

4.3.1 Application Flow

Figure 4.2 shows the application flow of the proposed framework. The inputs

are two different test datasets: one is process control test data, such as WAT

data, which usually have relatively few samples due to the limited number of

probe points on each wafer, and the other is production test data, such as WS

data whose sample count is equal to the number of tested dies. Both datasets

include multiple measurements (measured by a set of test items) for each sample.

In addition, it is not required that the two datasets are from the same set of wafers

although there should exist stronger correlations if they are. Based on these data,

the method reports the potential correlated process parameters for the targeted

production test items.

Two different methods are applied for extracting patterns from the two types

of test data mentioned above. The first method, illustrated in the left part of

Figure 4.2, is designed to extract grayscale patterns from WAT data. A grayscale

pattern is defined as a wafer map in which each element is represented by a real

number. VP, described in Section 2.3.1, is employed to predict a complete wafer

map with a greater resolution based on the WAT data that only have limited

samples for each wafer. Next, FABIA, introduced in Section 4.2, is employed

to discover biclusters that reveal spatial patterns hidden in the VP-extrapolated
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Figure 4.2: The application flow of the proposed framework.
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WAT data. Such patterns are collected in a pattern gallery for further processing.

The second method, shown in the right part of Figure 4.2, is designed to ex-

tract binary patterns from the production test data, such as the WS data. Binary

wafer maps, in which each element has a value of either zero or one indicating a

pass or a fail, are derived from thresholded WS data based on predefined specifica-

tions. Next, binary patterns are extracted from the wafer map through clustering

and classification methods. A template matching technique is then performed to

compare the patterns of interest, derived from the WS data, with each pattern

in the pattern gallery, extracted from the WAT data, to explore any potential

correlations. The following subsections will detail each step of the framework.

4.3.2 Spatial Modeling With a Greater Resolution

As shown in Figure 4.3, each site (also known as a shot) is a rectangle area,

which is usually of the same size as a lithographic photomask, composed of a

number of identical dies. The process control monitors are a set of simple circuits

located on the scribe lines between dies. The same set of monitors is duplicated

for each site because of the exposure using the same photomask. Therefore, the

measured process parameters at the process control monitors exhibit the process

characteristics of a site, not just of a single die.

The VP algorithm described in 2.3.1 is utilized to model wafer-level spatial

variations. Figure 4.4 shows examples of different strategies for performing VP

based on WAT measurements at five sites to predict a complete wafer map. First,

Figure 4.4b shows the predicted wafer map using five samples each of which has a

size of a site as shown in Figure 4.4a. The predicted wafer map has a low resolution
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Figure 4.3: The spatial relations between sites/shots and dies. Process control
monitors are denoted by red ellipses located on the scribe lines. Sites are denoted
by rectangles with blue thick edges. Note that the dies close to wafer boundary
form incomplete sites that are not emphasized in the figure and are incapable for
probing process parameters.

and becomes pixelated due to the relatively large area of a site. In addition, the

predicted values alter sharply from site to site. Second, if each measurement is

used only to represent a single die at the center of the corresponding site, as

shown in Figure 4.4c, VP derives a predicted wafer map that contains inaccurate

high frequency patterns shown in Figure 4.4d because of an insufficient number

of samples. The third strategy results in the best prediction through duplicating

each WAT measurement for multiple die locations in a round shape within the site

as shown in Figure 4.4e. Figure 4.4f shows a predicted wafer map that includes

more details with a greater resolution.

As the number of samples is very limited, VP (or any other spatial model-

ing techniques) cannot guarantee the accuracy of the predicted wafer maps. To
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Figure 4.4: Color-coded predicted wafer maps of WAT using different sample
strategies. (a), (c), and (e) show the samples, as a single site, a single die, and
multiple dies, respectively, used by VP for prediction/extrapolation. (b), (d), and
(f) show the corresponding predicted wafer maps.
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maximize the accuracy, it is better that every measurement is used for training.

However, there is no ground truth for verifying the accuracy of the predicted

WAT wafer maps derived by VP as there are no probed measurements beyond

those locations which are already used for VP prediction. On the other hand,

cross-validation technique is not valid either due to the lack of probed WAT mea-

surements for an extra independent validation data set.

Fortunately, it is observed that systematic variations and failures usually in-

fluence multiple wafers for most products in mass production. Therefore, if there

exist strong correlations between process parameters and test item measurements

that are influenced by systematic variations, they should be observed repeatedly

in multiple wafers and lots, and thus the reliance on high accuracy of the extrapo-

lated WAT wafer map should be significantly reduced. Hence, as long as a subset

of (not necessary all) predicted wafer maps are reasonable accurate, out method

should be able to reveal such systematic behaviors.

4.3.3 Pattern Extraction Using Biclustering

FABIA is the biclustering method used for extracting spatial patterns from

multiple wafer maps. FABIA has two major inputs: a data matrix X and a

limit p on the number of biclusters to be identified. Although p has a strong

influence on the computation time (basically a cubic time complexity), a slightly

large number is the best since FABIA will only identify as many biclusters as

necessary to explain the data. The contents of X are dependent on the types of

patterns for which we target to extract.
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Grayscale patterns in Process Parameters

For a total of w wafers with n WAT test items used in analysis, we have wn

predicted wafer maps derived from VP. An l × n matrix X is created using the

predicted WAT measurements where l =
∑w

i=1 li is the total number of dies and li is

the number of dies in the ith wafer. A row of X consists of n WAT measurements

of one die, and a column of X records measurements of one WAT item. Note that

the WAT measurements are normalized with respect to each column. FABIA is

then preformed on X to find biclusters that will be represented by sparse matrices

Z and Λ.

Figure 4.5 illustrates the procedure of extracting spatial patterns from the jth

bicluster through analyzing zj, which is the jth column of Z. Samples (dies) with

larger absolute values in zj indicate their more significant roles in the jth bicluster.

Those factors in zj that represent dies from the kth wafer can be grouped and

shown as a wafer map Mk (for example, M1 consists of z1j , z2j, · · · , zl1j in zj).

Some of these wafer maps expose similar spatial patterns (e.g., M1 and Mw in

Figure 4.5) while some wafers do not (e.g., M2). Note that each blank rectangle

in zj and, in turn, in Ms shown in Figure 4.5 has a zero value or a value smaller

than a given threshold.

In practice, such wafer maps consist of errors, resulting from WAT measure-

ment errors, modeling errors by FABIA, and prediction errors by VP. To enhance

the accuracy of spatial patterns revealed by a bicluster and reduce the impact

caused by these errors, we overlap all wafer maps resulting from zj and derive the

cumulative sum for each die location resulting in MA =
∑w

i=1 Mi as shown in Fig-

ure 4.5. This aggregated wafer map, MA, can be treated as an image in grayscale
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Figure 4.5: The procedure of extracting grayscale patterns from a bicluster that
is derived by FABIA using WAT data.
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and is then normalized to a range [0, 1]. Applying an appropriate threshold (e.g.,

0.8) to eliminate errors from various sources results in the final grayscale pattern

as shown in the lower-left wafer map of Figure 4.5.

Based on the factorization model defined in Section 4.2, the dies classified into

the same bicluster are similar to each other on a subset of WAT items, i.e., these

dies have linear inter-test-item correlations. In other words, the measurements

of such correlated WAT items increase/decrease simultaneously. Moreover, the

intensity of each pixel in a grayscale pattern is proportional to the number of dies

that belong to the same bicluster at the location where each pixel is. FABIA do

not take spatial locations of dies into account when processing the WAT data.

Therefore, if the correlations observed in a bicluster exhibit some spatial pattern

such as the grayscale pattern shown in Figure 4.5 instead of randomly spreading

dots, it indicates a strong connection between a local systematic variation and

the corresponding process parameters. We derive grayscale patterns from each

bicluster and create a pattern gallery from all identified biclusters for further

analysis.

Binary Patterns in Production Tests

For production test data, we focus on the pass/fail decisions based on the pre-

defined specifications instead of actual measurements. Hence, the test signature

of a die is a n-bit vector where n is the number of test items. For integrated circuit

fabrication, classifying dies based on such test signatures is called binnig, i.e., a

group of dies that fail on the same set of test items are assigned an identical bin

number. The locations of the dies with the same bin number may form spatial
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patterns that suggest potential systematic variations and failures, especially when

the patterns are correlated with some process parameters.

To extract patterns from a target bin (e.g., bin k), the procedures are illus-

trated in Figure 4.6. Assume that there are w wafers used for analysis and the

binning results (i.e., the locations of classified dies) are represented by binary

wafer maps, B1, B2, · · · , Bw. Each die location of Bs is either zero (not a mem-

ber of bin k, a blank rectangle) or one (a member of bin k, a solid rectangle).

Such wafer maps of bin k can be represented by a w × c matrix Xk where c is the

number of die locations of a wafer map. The ones in ith row of Xk denote the dies

in ith wafer that are the members of bin k. The ones in a column of Xk denote

the dies in different wafers but at the same die location (one out of c locations)

with respect to a wafer map.

In the previous subsection, we have demonstrated that biclustering technique

is effective for discovering clusters in a two-dimensional dataset with noise. There-

fore, we apply FABIA on Xk to identify any patterns that exist in multiple wafers,

i.e., a bicluster (which is a pair of a wafer set and a location set) in Xk. Different

from the case of processing WAT data, the factorized matrix Λk of Xk explicitly

indicates the location of a pattern by its nonzero elements. As illustrated in the

lower-right wafer maps of Figure 4.6, each row of Λk represents a wafer map with

preliminary patterns.

Next, a sequence of image processing techniques are performed to enhance and

isolate these preliminary patterns: a) dilating the image to delineate the outline

of the objects of interest, b) filling interior gaps for solid objects, c) smoothing

the objects to compensate the dilating executed before, and then d) detecting
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Figure 4.6: The procedure of extracting binary patterns based on the binning
results.
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connected components while excluding abnormal large and tiny objects. These

steps result in the final binary patterns as shown in the lower-left of Figure 4.6.

4.3.4 Template Matching

The next step of exploring correlations between WS data and WAT data is

formulated as a template matching problem and is solved by normalized cross-

correlation (NCC) [74, 75, 76]. Cross correlation is studied in the area of computer

vision to solve the problem of determining the location of a given pattern/template

within an image based on the squared Euclidean distance measure. For better

identifying similarity, NCC normalizes the image and the template and has the

following advantages: a) invariant to the image energy (i.e., sum of squares of pixel

intensity) under the window containing the template, b) having the range [−1, 1]

of similarity that is independent of the size of the template, and c) invariant to

changes in image amplitude, such as brightness or contrast of the image.

The NCC similarity γ of a template t shifted to location (u, υ) with respect

to an image f is defined as

γt,f(u, v) =

∑

x,y

[

f(x, y) − f̄u,v

][

t(x − u, y − v) − t̄
]

√

∑

x,y

[

f(x, y) − f̄u,v

]2
∑

x,y

[

t(x − u, y − v) − t̄
]2

, (4.3)

where f̄u,υ denotes the mean value of pixels of f(x, y) within the region under the

shifted t, and t̄ denotes the mean value of all pixels in t.

Referring to the application flow in Section 4.3.1, a binary pattern and a

grayscale pattern serve as the template t and the image f for Equation (4.3),

respectively. Usually, NCC is performed for each possible offset and the offset
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(umax, υmax) resulting in the maximum similarity γmax indicates the upper-left

corner of the best matching region in the image for the given template. In our

framework, templates (WS binary patterns) and images (WAT grayscale patterns)

are both of a size of a wafer map. Therefore, we define the maximum similarity

of a WS pattern t based on a WAT pattern gallery F as

γt,F = max({γt,fi
(0, 0) : i = 1, 2, . . . , |F |, fi ∈ F }) , (4.4)

where γt,fi
(0, 0) denotes the similarity between t and the ith pattern of F with no

shift for t, and |F | denotes the number of patterns in the gallery.

4.4 Experimental Results

We evaluate the proposed framework using a test dataset from a non-volatile

memory product using 200mm wafers processed on a industry standard 0.35µm

mixed-signal technology from ams AG. The dataset includes WAT data and WS

data for 300+ wafers with 3500+ dies per wafer. The WAT data have 124 process

parameters that were probed from five out of 40 sites per wafer, and the WS data

have 95 production test items that are measured for every die.

4.4.1 WAT Data Analysis

As shown in Figure 4.3, the WAT data consist of measurements from the

process control monitors in five different sites of a wafer, and different sites were

selected for different wafers. Before applying VP to derive complete wafer maps,

89



Silicon Characterization Chapter 4

20 40 60 80

5

10

15

20

25

30

35

40

45

50

Figure 4.7: The mapping between site locations and die locations. Each WAT
sample is replaced with 24 die samples in the same region.

we replaced each WAT sample with 24 die samples having identical measurements

that are duplicated from the WAT sample. The locations of these 24 samples are

within the region of the site where the WAT sample was probed. The mapping

between site locations and die locations are shown in Figure 4.7. Each solid round

in Figure 4.7 indicates 24 dies that are used to replace a site in the same region.

As a result, VP has 120 samples per wafer as its input, instead of five samples

per wafer in the original WAT data. An example of a predicted WAT wafer map

is illustrated in Figure 4.4f. Even though this process parameter is measured at

only five sites as shown in Figure 4.4e, the predicted wafer map clearly exposes

an upward trend from left to right.

In the next step, we explored biclusters in the predicted WAT data using the

FABIA algorithm [72, 77]. The VP-predicted WAT measurements formed a two-

dimensional matrix X with 1.1M samples (dies) in rows and 124 WAT items in

columns. The limit on the number of biclusters to be identified p was set to 12.
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Figure 4.8: A diagram showing the factorized matrix Λ. The solid bars denote
nonzero elements of Λ, i.e., the corresponding WAT items of which a bicluster
is composed. The number of WAT items in the item set of a bicluster is given
in parenthesis. Note that both bicluster axis and item axis in this diagram are
reordered for better visualization.

Based on Equation (4.1), these settings resulted in a model with 11 biclusters.

The factorized matrix Λ are illustrated in Figure 4.8. The diagram shows that

an item set of a bicluster consists of four to 31 WAT items and the item sets of

two different biclusters may have overlap. In addition, each item set has unique

WAT items except the item set of Bicluster 11, which is a subset of Bicluster 4’s.

However, Bicluster 4 is not a subset of Bicluster 11 due to having a different set

of dies from each other according to the factorized matrix Z. The diagram also

indicates that around one-fourth of items (30 out of 124) are linearly independent

of any other items and are not clustered into any biclusters.

As mentioned in Section 4.1, systematic variations and failures may not oc-

cur globally and only affect a portion of dies in a wafer. That is, with a high
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Figure 4.9: Linear correlation matrix of twelve WAT items of Bicluster 1. Each
rectangle represents a color-coded correlation coefficient of two WAT items. (a)
and (b) were derived based on S ′

1 and S1, respectively.

probability, such variations appear in a small region of a wafer. Based on the

same factorization model described above, assuming that S1 denotes the die set

of Bicluster 1, and S ′

1 denotes the complement of S1, i.e., the die set that consists

of dies not in S1. S1 and S ′

1 include 23% and 77% of the total number of dies, re-

spectively. Figure 4.9 shows the color-coded correlation matrices of twelve WAT

items in Bicluster 1 for these two die sets. Every correlation coefficient shown

in Figure 4.9a except those on the diagonal is quite small and is in the range

from −0.16 to 0.27. Hence, we can conclude no (or very weak) linear correlations

among these WAT items based on S ′

1. On the other hand, the correlations shown

in Figure 4.9b are significantly stronger (−0.82 is the strongest coefficient) and

become evident for the existence of local systematic variations in S1.
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4.4.2 Matches Between Process Parameters and Product

Tests

Based on the procedure described in Section 4.3.3, grayscale patterns of WAT

parameters were extracted from the factorized matrix Z, which indicates the die

set of each bicluster. Referring to Equation (4.2), a part of dies in a die set pos-

itively contribute to X while the rest of the dies contributing negatively. There-

fore, each aggregated wafer map from Z revealed two patterns (one representing

the positive part and the other representing the negative part of a bicluster) and

formed a pattern gallery with 22 grayscale patterns as shown in Figure 4.10. Even

though some patterns are similar, such as Figure 4.10(k) and Figure 4.10 (l), they

were extracted from different biclusters with distinct test item sets and represent

different correlations. These spatial patterns abstracted from 124 WAT parame-

ters illustrate some potential systematic variations.

On the other hand, there are 95 test items in the WS data and 23 of them are

nonparametric test items with only pass/fail outcomes. 95 test items are classified

into 76 test groups and the test items in the same group target similar circuit

functions. Based on the procedure described in Section 4.3.3, binary patterns

were extracted from the test results of each test group (i.e., the union of the

faulty dies detected by each test item in a test group). Figure 4.11 illustrates

some binary pattern examples.

For several critical WS items that are related to the quality of memory cir-

cuits, the template matching technique, NCC, was performed to examine the most

possible candidates in the grayscale pattern gallery. Table 4.1 lists five matches

that were discovered in this industrial test dataset and were sorted by the NCC
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Figure 4.10: A grayscale pattern gallery. The intensity of each wafer map is
expressed within a range from zero (black) to one (white). Note that the regions
outside of a wafer map should be in black (zero values) and are shown as white
regions for better visualization.

Figure 4.11: Binary pattern examples. Note that the regions outside of a wafer
map should be in black (zero values) and are shown as gray regions for better
visualization.
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similarities. Each row in the Table 4.1 indicates the WS item set with the corre-

sponding binary pattern, the WAT parameter set with the corresponding grayscale

pattern, and the similarity between these two patterns of a discovered match. The

last column reports the level of existing comprehensible correlations between the

WAT parameters and the WS items, which are confirmed by the process engineer

of ams AG.

Each Match shows a pattern for a WS item set and matches with the WAT

pattern derived from the listed parameters. A direct correlation between the WS

items and each single WAT parameter is not obvious in the majority of cases and is

identified with difficulties. Most of the time several WAT parameters have to shift

together to result in a WS fail. The block of the chips related to the WS items

has to be analyzed taking the shifts of multiple WAT parameters into account to

get a better understanding of a possible correlation or in the best case to get the

confirmation of the correlation. However, the proposed framework successfully

reveals such correlations.

The correlation between WAT parameters and WS items for Match 1 and

Match 2 is comprehensible for the WAT parameters CWET, CW1, and JET1 that

correspond to the same element. This element is frequently used in the block of

the chip responsible for the WS items listed. WAT parameters QPMZ1 and QPMZ3

might also contribute to the correlation although the contribution is not as obvious

as for the other parameters mentioned above. The WS SATrip ICellD# items can

be influenced by a diode related to the WAT parameter CW2. The diode is used as

a sensing element. If the leakage of the diode shifts, the corresponding WS items

of Match 2 will also show a shift. A possible contribution to the correlation of all
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other WAT parameters is not directly comprehensible.

The correlation between the WS item Volt1stProgram and the listed WAT

parameters for Match 4 is comprehensible since the WS item and most of the

WAT parameters are related to the memory element used in the circuitry. A

correlation is obvious for most of the WAT parameters (especially for CWHPY1 and

CWHPY2) except for JET2, LQ1, and UDP1. Match 3 and Match 4 show that the

same WS item is matched with different WAT parameters. Match 3 is related

to the sensing of the memory element while Match 4 is directly related to the

memory element. For Match 5, the similarity is already below 0.5 and the WS

pattern is more off-center than the WAT pattern. There is no known possible

correlations for Match 5.

The listed WAT parameters in Table 4.1 are further analyzed based on their

significance in a bicluster. An element with a larger absolute value in λ of Equa-

tion 4.1 indicates a test item that plays a more significant role in a bicluster. In

Match 1, CW1 and QPMZ1 are the two most significant parameters that exhibit the

WAT grayscale pattern due to their large absolute λ values as shown in Figure 4.12.

In Match 2, the parameter CW2 with comprehensible correlations with WS items

also has a relatively large λ. Moreover, CWHPY1 and CWHPY2 in Match 4, which

are confirmed having comprehensible correlations with the WS Volt1stProgram

item, are the two most significant parameters that exhibit the grayscale pattern.

The interpretation of Figure 4.12 and the explanation of Table 4.1 are coherent.
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Figure 4.12: A plot showing the significance of WAT parameters in Match 1,
Match 2, and Match 4. The parameters that are confirmed having comprehensible
correlations with WS items are labeled in bold italic.

4.5 Summary

In this chapter, we propose a framework for characterizing systematic varia-

tions and failures through exploring the hidden patterns of test data from different

test stages. The framework utilizes the spatial patterns extracted from both pro-

cess parameters with a limited number of probed measurements and production

tests with binary outcomes. The proposed framework is performed on an indus-

trial test dataset and has successfully revealed some comprehensible correlations

between WAT parameters and WS items. The results of such silicon charac-

terization can be used to discover parametric variations and weak links in the

manufacturing process.
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Chapter 5

Test Data Analytics Toolbox

5.1 Introduction

There are two major requirements for a software tool to manage very-large-

scale integration (VLSI) test data. VLSI test data have a unique data hierarchy: a

product consists of lots; a lot consists of wafers; a wafer consists of dies. Moreover,

test data have unique properties of internal connection: a die is tested at multiple

test stages; a test stage performs multiple test items; a measurement from a

test item is evaluated by specification limits. Therefore, the first requirement of

a tool designed for analyzing such test datasets is to provide functions of data

parsing, recording, selection, and management dedicated to the unique hierarchy

and properties.

The other requirement is the flexibility for the integration of multiple re-

search projects. Different projects may utilize test data from different sources and

may conduct different learning algorithms. For example, the test time reduction
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methodology described in Chapter 3 exploits two statistical learning algorithms

for exploring spatial correlations and inter-test-item correlations, respectively. In

addition, the silicon characterization framework proposed in Chapter 4 utilizes

test data from two datasets, which are in different formats and are from different

sources.

There are no opensource or public tools can fulfill these two requirements.

Therefore, we build our own toolbox that is dedicated to test data analytics de-

veloped in the course of this research. The toolbox has the following features:

a) a modular and object oriented design using MATLAB and Python, b) scalable

and configurable parser for reading test data stored in different formats, c) data

pre-processing functions, such as normalization and outlier removal, d) data pro-

cessing functions, such as sampling, splitting, and concatenation, and e) various

learning algorithms, such as variation modeling, clustering, and classification.

The rest of this chapter is organized as the following. Section 5.2 presents the

modular architecture of the toolbox. Section 5.3 details the data structure of the

toolbox, and we provides examples in Section 5.4.

5.2 Implementation

This section presents the main functions provided by the toolbox with imple-

mentation details.
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5.2.1 Test Data Parsing

Figure 5.1 illustrates the process flow for parsing test data from the specified

sources. The typical sources of test data are files and each file stores the test

data from a single wafer. After receiving a request, the process searches for the

corresponding saved Archive from the local disk storage first. An Archive is an

object used to store parsed test data and is described in Section 5.3.1. If the test

data of interest have been parsed before, an Archive might already be saved on

the disk based on the user’s configurations.

The process then invokes functions of a configured parser module, which is

inherited from the base parser module, to read test data from the source file

if the saved Archive is not existed. The base parser module includes several

basic but configurable functions to parse test data in pre-defined formats, such as

standard test data format (STDF) or comma-separated values (CSV). The user

can configure the parser or even add any enhanced functions to the inherited

parser module for accessing specific data format. For instance, a user can add

functions to access test data from an online database instead of local files.

The next step, the process creates a new Archive for storing and tracking the

requested test data. Based on the configurations provided by a user, this newly

created Archive may be saved to the disk for speeding up the next requisition.

Finally, the process returns the parsed test data through Archive objects. Note

that an Archive is used for the test data that belong to one single wafer at one

test stage.
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Figure 5.1: The flow of parsing test data from sources.
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5.2.2 Test Data Selection

In this toolbox, any properties related to a source of test data are recorded

by a Source object, which is detailed in Section 5.3.1. A user have to access test

data through the selection functions of a Source that is linked with a particular

parser (for the specified test data formats and sources). The toolbox tries to

satisfies most of the scenarios in which a user will select test data. The supported

scenarios are listed below.

a) Selecting test data based on different hierarchy. A user can retrieve a subset

of dies based on lots and/or wafers and/or die locations specified by a user

defined list.

b) Selecting test data based on different die types. A user can retrieve a sub-

set of dies based on the specified die types: pass, fail, missing value (dies

with missing measurements), invalid (dies with corrupt or damaged mea-

surements), or a user defined list.

c) Selecting test data by sampling. A user can retrieve a subset of dies ran-

domly sampled from a wafer based on a fixed number or a percentage.

d) Selecting test data based on different test item types. A user can retrieve

a subset of test measurements based on the specified test item types: para-

metric, nonparametric/functional, valid (test items with valid spec limits as

the principles for pass/fail decisions), or a user defined list.

e) A combination of the above four scenarios. For example, a user can re-

trieve a subset of test data that consists of 10% randomly sampled fail dies
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from every wafers in the first and second lots with measurements of every

parametric test items.

5.2.3 Learning Algorithms

The toolbox comes with various build-in learning algorithms, such as the VP

and JVP algorithms that are described in Chapter 2; the GL and WGL algorithms

that are described in Chapter 3. The toolbox can also be integrated with other

projects and tools, such as LIBSVM [78] and MOSEK [79]. The toolbox provides

a universal application programming interface (API) for every supported learn-

ing algorithm as applicable. A user can invokes the same set of methods, such

as train(), validate(), predict(), show(), and reset() to utilize different

learning algorithms.

5.3 Data Structure

5.3.1 data Namespace

data namespace includes objects for parsing, recording, selecting, and manag-

ing test data.

Archive Class

data.Archive is the object for storing and tracking the parsed test data of

a single wafer. A data.Archive can be stored on disk in binary format and

be loaded into memory while being requested by other objects or functions.

data.Archive maintains a list of dies in a wafer with the following attributes

104



Test Data Analytics Toolbox Chapter 5

for each die: original measured values of each test item, normalized measured

values of each test item, location with respect to a wafer map, test head touch

down sequence, test head index (for multi-head test), bin number, and type (pass,

fail, etc.).

Member functions:

get pass() returns the indexes of pass dies.

get fail() returns the indexes of fail dies.

get wafer(itemIndex) returns a two-dimensional wafer map with test measure-

ments of the test item specified by itemIndex.

Item Class

data.Item records properties related to a test item. It has the following

attributes: title, spec limits, being a parametric test item or a function test item,

test group, and test order.

Member functions:

get limit() returns both the upper spec limit and the lower spec limit.

Sample Class

data.Sample records the indexes of dies sampled from a particular wafer,

and the algorithm and configurations used for sampling. data.Sample also has

attributes for controlling the sampling process. For example, sampleByStep indi-

cates that dies are sampled based on probing step number (only applicable while
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using multi-head tester), and sampleGoodOnly indicates that only good (pass)

dies are sampled.

Package Class

data.Package is the object for storing a set of selected dies with measurements

of selected test items. The possible scenarios for selecting test data are discussed

in Section 5.2.2. data.Package also records the indexes of data.Archive’s of the

selected dies.

Member functions:

append(sample, archive) appends the dies in archive based on the recoded

indexes in sample.

replace(start, value) replaces measurements with value starting from the

start-th die.

remove(list) removes a set of stored dies based on the indexes specified by

dList.

verticalCat(package) vertically concatenates data in package to itself.

horizontalCat(package) horizontally concatenates data in package to itself.

subset(dList, iList) returns a new data.Package based on a set of dies spec-

ified by dList with the measurements of the test items specified by iList.
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Parser Class

data.Parser read test data in a particular format defined by the provider of

the test data. The details of parsing test data form the specified sources are dis-

cussed in Section 5.2.1. data.Parser has various attributes that can be configured

for different formates of test data.

Member functions:

load data(file) loads test data from the source specified by file and returns

a data.Archive.

load item() loads attributes of each test item and returns a set of data.Item’s

where a data.Item records the attributes of a test item.

Source Class

data.Source is linked with a particular parser for the specified test data for-

mats and sources. data.Source hides the details of accessing test data in differ-

ent formats from the user through providing a universal API. The main object

of data.Source is to support various scenarios of selecting test data based on a

combination of multiple user specified configurations.

Member functions:

load data(filePtr) returns a saved or a newly created data.Archive for the

test data source specified by filePtr based on the description in Sec-

tion 5.2.1.
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update(filePtr) sets several attributes related to test items, such as test item

type and spec limits, based on a subset of the test data specified by filePtr.

examine die(archive) sets the type of each die stored in archive based on user

defined configurations and spec limits.

retrieve(filePtr, sampleNum, dieType, itemType) returns a subset of test

data by a data.Package based on the four arguments. The details are

discussed in Section 5.2.2.

generate sample(aIndex, num, dieType) samples dies with types specified

by dieType from wafers (or data.Archive’s) specified by aIndex and sam-

ples only num dies per wafer.

find test item(name) finds all test items with name in the title.

5.3.2 vp Namespace

vp namespace includes objects and functions of the VP and JVP algorithms

described in Section 2.3.1 and Section 2.3.2.

Config Class

vp.Config provides several configurations. maxTolerance and maxIterNum

control the termination conditions of the M-FOCUSS solver used by VP and JVP.

sampleNum and clusterNum define the number of sampled dies and the number

of jointed test items, respectively.
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Model Class

vp.Model records the prediction results of VP/JVP, such as predictable and

predictError, which represent the predictability and the prediction error of a

parametric test item, respectively.

Learner Class

vp.Learner is the main object for providing methods of the VP/JVP algo-

rithm.

Member functions:

train(inPackage) explores the predictability of each parametric test item based

on the given test data, inPackage.

solve vp(sample) constructs a complete wafer map based on the sampled values

specified by sample.

predict(inPackage) predicts errors and test escapes for the given test data,

inPackage, based on the training results.

5.3.3 gl Namespace

gl namespace includes objects and functions of GL and WGL algorithms de-

scribed in Section 2.2.5.
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Config Class

gl.Config provides several configurations. useWeight controls the weight

assignment of WGL function. lambda defines the λ value in Equation (2.13).

Model Class

gl.Model records the prediction results. predictable and predictError

represent the predictability and the prediction error of a parametric test item,

respectively. alpha records the explored linear correlations among test items.

Learner Class

gl.Learner is the main object for providing methods of GL/WGL algorithm.

Member functions:

train(inPackage) explores the predictability of each parametric test item based

on the given test data, inPackage.

solve gl(inPackage, lambda) solves the group lasso regression problem based

on the given test data and λ, which are specified by inPackage and lambda,

respectively.

predict(inPackage) predicts errors and test escapes for the given test data,

inPackage, based on the training results.
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5.4 Examples

5.4.1 VP Example

Figure 5.2 demonstrates an example of predicting spatial variations using the

VP algorithm. This example includes five steps.

a) Specify the source and format of the target test data.

b) Select 500 dies for each wafer from the specified wafers to form a training

set and a test set.

c) Perform the VP algorithm on the training set to find spatial predictable test

items.

d) Perform the VP algorithm on the test set to simulate the test application.

e) Display the prediction results.

Figure 5.2: An example of performing the VP algorithm.
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5.4.2 WGL Example

Figure 5.3 demonstrates an example for performing TTR using the WGL algo-

rithm through utilizing both spatial and inter-test-item correlations. This example

includes eight steps.

a) Specify the source and format of the target test data.

b) Perform VP to derive spatial predictable test items.

c) Select only good dies from the specified wafers to form a training set.

d) Select all dies from the specified wafers to form a test set.

e) Assign the VP predictability as the weight of the WGL algorithm.

f) Perform the WGL algorithm on the training set to find predictable test items

based on both spatial and inter-test-item correlations.

g) Simulate the test application.

h) Display the prediction results.
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Figure 5.3: An example of performing the WGL algorithm.
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Chapter 6

Conclusions

This dissertation documents the efforts of defining and solving some problems for

test data analytics. This chapter summarizes the key findings and contributions.

In the scope of exploring hidden patterns from test data, a new spatial variation

prediction technique, Joint Virtual Probe, is proposed for jointly deriving spatial

patterns of multiple test items. By simultaneously handling a large group of test

items, JVP significantly reduces the overall runtime. And the prediction accuracy

can also be improved due to JVP’s implicit use of inter-test-item correlations in

predicting spatial patterns. For investigating inter-test-item correlation, Weight

Group Lasso, which can identify correlations among test items allows taking into

account the distinct test time of each individual test item in the formulation as a

weighted optimization problem. As a result, its solution would favor more costly

test items for removal from the test program. Moreover, biclustering techniques

are utilized to exploring patterns in the subsets of test data through conducting

both item-to-item and die-to-die correlations.
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The discovery of patterns and correlations hidden in the test data could help

reduce test time and provide silicon characterization. A TTR methodology is pro-

posed with supporting statistical regression tools that can exploit and utilize both

spatial and inter-test-item correlations in test data. After learning the correlations

in test data, some test items whose values can be predicted without measurement

are identified for removal from the test program. A framework for characterizing

systematic variations and failures through exploring the hidden spatial patterns of

test data from multiple test stages has also been developed. A template matching

technique exploits such spatial patterns to reveal the correlation between process

variations and production failures.

A toolbox dedicated to test data analytics has been built for supporting the

tasks mentioned above. The toolbox provides universal interface for various learn-

ing algorithms and test data from different sources. The toolbox will be released

to public for non-commercial use.

115



Bibliography

[1] C.-K. Hsu, F. Lin, K.-T. Cheng, W. Zhang, X. Li, J. M. Carulli Jr., and
K. M. Butler, Test data analytics — exploring spatial and test-item
correlations in production test data, in Proc. IEEE Int’l Test Conf. (ITC),
Sept., 2013.

[2] F. Lin, C.-K. Hsu, and K.-T. Cheng, Feature engineering with canonical
analysis for effective statistical tests screening test escapes, in Proc. IEEE
Int’l Test Conf. (ITC), Oct., 2014.

[3] F. Lin, C.-K. Hsu, and K.-T. Cheng, AdaTest: an efficient statistical test
framework for test escape screening, in Proc. IEEE Int’l Test Conf. (ITC),
Oct., 2015.

[4] F. Lin, C.-K. Hsu, A. G. Busetto, and K.-T. Cheng, Pairwise
proximity-based features for test escape screening, in Proc. IEEE/ACM Int’l
Conf. on Computer-Aided Design (ICCAD), pp. 300–306, Nov., 2015.

[5] S. Zhang, F. Lin, C.-K. Hsu, K.-T. Cheng, and H. Wang, Joint virtual
probe: Joint exploration of multiple test items’ spatial patterns for efficient
silicon characterization and test prediction, in Proc. Design, Automation,
and Test in Europe (DATE), Mar., 2014.

[6] C.-K. Hsu, P. Sarson, and K.-T. Cheng, Variation and Failure
Characterization Through Pattern Classification of Test Data From Multiple
Test Stages. To be submitted to IEEE Int’l Test Conf. (ITC), 2006.

[7] F. Lin, C.-K. Hsu, and K.-T. Cheng, Learning from production test data:
Correlation exploration and feature engineering, in IEEE Asian Test Symp.
(ATS), pp. 236–241, Nov., 2014.

[8] F. Liu, A general framework for spatial correlation modeling in VLSI
design, in Proc. IEEE/ACM Design Automation Conf. (DAC), June, 2007.

116



[9] X. Li, R. R. Rutenbar, and R. D. Blanton, Virtual probe: A statistically
optimal framework for minimum-cost silicon characterization of nanoscale
integrated circuits, in Proc. IEEE/ACM Int’l Conf. on Computer-Aided
Design (ICCAD), Nov., 2009.

[10] N. Kupp, K. Huang, J. M. Carulli Jr., and Y. Makris, Spatial correlation
modeling for probe test cost reduction in RF devices, in Proc. IEEE/ACM
Int’l Conf. on Computer-Aided Design (ICCAD), pp. 23–29, Nov., 2012.

[11] W. Zhang, X. Li, and R. A. Rutenbar, Bayesian virtual probe: Minimizing
variation characterization cost for nanoscale IC technologies via Bayesian
inference, in Proc. IEEE/ACM Design Automation Conf. (DAC), June,
2010.

[12] W. Zhang, X. Li, E. Acar, F. Liu, and R. A. Rutenbar, Multi-wafer virtual
probe: Minimum-cost variation characterization by exploring wafer-to-wafer
correlation, in Proc. IEEE/ACM Int’l Conf. on Computer-Aided Design
(ICCAD), pp. 47–54, Nov., 2010.

[13] K. Huang, N. Kupp, J. M. Carulli, and Y. Makris, Handling discontinuous
effects in modeling spatial correlation of wafer-level analog/RF tests, in
Proc. Design, Automation, and Test in Europe (DATE), pp. 553–558, Mar.,
2013.
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