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Abstract

Interfacing Defect Qubits with Nanophotonics in Silicon

Carbide

by

Gregory Richard William Calusine

Defect based qubit systems like the nitrogen vacancy center in

diamond have recently emerged as promising candidates for quantum tech-

nologies due to their combination of long coherence times, room temper-

ature operation, and robust optical interface. In order to realize many of

their proposed applications, defect qubits must be incorporated into scal-

able devices architectures consisting of photonic, mechanical, or electrical

degrees of freedom. Despite much recent progress, many challenges remain

for diamond growth and device fabrication. As an alternate approach, we

engaged in a search for nitrogen vacancy center analogues in alternative

materials with the hope of obtaining a greater degree of control over defect

and material properties. Ultimately, we discovered that divacancy-related

point defects in all three of the most common forms of silicon carbide-

termed 4H, 6H, and 3C- act as analogues to the nitrogen vacancy center

in diamond. We chose to focus our research primarily on defects in 3C

silicon carbide (termed ’Ky5’ defects) because of its availability as a sin-

gle crystal heteroepitaxial thin film grown on silicon, an advantage that
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greatly facilitates the fabrication of functional devices. We characterized

the spin and optical properties of Ky5 defects in thin film geometries and

observed many similarities to the nitrogen vacancy center. We performed

the first measurements of spin dynamics in 3C silicon carbide and demon-

strate coherent control of defect spins up to room temperature and observe

coherence times of up to T2 =22 µs.

To demonstrate their use in real devices, we designed, fabricated, and

characterized photonic crystal cavities in 3C silicon carbide thin films with

mode volumes of less than (λ/n)3 and Q’s as high as 1,500 with integrated

Ky5 defects. Additionally, we performed simulations and analysis of the

fabricated structures using observed structural imperfections to determine

that the Q’s are likely limited primarily by the non-vertical structure side-

wall angle. Despite the modest Q’s of these structures, they can be utilized

to generate large local field intensities to enhance optical interactions with

Ky5 qubit states within the cavities. We accomplish this by perform-

ing cavity enhanced photoluminescence excitation spectroscopy on cavity

modes tuned to the zero phonon line of the defects and observe large (as

high as 30x) increases in the luminescence and optically detected magnetic

resonance signals originating from the defect states and ∼2x faster rates

of ground state spin initialization. In addition, we use these techniques to

probe the photoluminescence dynamics of the Ky5 defects’ optical pump-

ing cycle, perform excitation wavelength dependent studies of spin and

spectral inhomogeneity, and use the small mode volume and narrowband

photoluminescence enhancements of the cavities to observe spectrally dis-

tinct subensembles of defects with linewidths as narrow as 25 GHz within

the inhomogeneously broadened zero phonon line. Although much is still

unknown regarding the properties of these defects, they show great promise
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as a candidate system for defect qubit based quantum devices and tech-

nologies.
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Chapter 1

Introduction

1.1 Why Do We Care About Quantum

Systems?

Technologies based on quantum systems represent one of a few po-

tential future hardware advances that could revolutionize information tech-

nology. As many types of computing hardware matured at the end of the

20th century, they became commodities rather than specialized products,

and, as a result, much of the manufacturing base shifted to regions other

than North America. Due to this economic shift, many historically rele-

vant information technology companies ceased to fund aggressive, cutting

edge basic research and the famous private research labs that were respon-

sible for so many basic scientific and technological advances either received
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smaller funding streams or were shuttered altogether. With the end of

Moore’s Law seemingly in sight, some policy makers are finally starting to

do more than just pay lip service to the goal of pressing modern technol-

ogy forward. As a result, many new directions for future technologies are

currently being explored.

The development of quantum technologies has the potential to pro-

vide one route for expanding the capabilities of future technologies. On one

hand, current cutting edge electronics and photonics hardware are reaching

the limits of size and powers where quantum effects become important. On

the other, quantum devices exhibit drastically different functionalities that

are completely foreign to current technological paradigms. Most notably,

quantum computers have the potential to threaten RSA key encryption

security protocols[1] and quantum key distribution has the potential for

perfectly secure communication protocols.[2] Many of the candidate sys-

tems with potential to realize these technologies have reached a high level

of maturity and now the goal remains to develop them into forms that can

proliferate throughout society.

The production of interacting ensembles of individually controllable

quantum systems also has the potential to revolutionize basic science. Sen-

sors based on quantum technologies show strong potential for enhanced
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sensitivities and imaging applications.[3] [4] [5] Quantum simulation has

reached a very high level of maturity, particular for simulating difficult

to realize condensed matter Hamiltonians in atomic optical lattices.[6] [7]

Generally, this highlights one of the recurring themes anytime a new tech-

nology starts to reach maturity: while it is clear that the new functionalities

are likely to be useful for something, what that something is is difficult to

predict.

1.2 Candidate Systems

Ever since the field of quantum information science first rose to promi-

nence, many systems have been investigated as candidates for quantum

technologies. Here is a brief list of some of the most prominent systems

and their advantages/disadvantages:

• NMR systems: One of the first systems to realize quantum informa-

tion protocols was ensembles of nuclei interacting through electron

mediated coupling in molecules.[8] This system’s advantages were its

relative simplicity and long coherences times. However, it is not eas-

ily scalable past what has been previously demonstrated and requires

thermalization in a large magnetic field for state initialization.

• Optically active quantum dots: Self assembled quantum dots in III-
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V materials have long shown promise for quantum applications due

to their strong transition dipole moments (10-100 Debye) and fairly

easy incorporation into III-V devices like diode structures and optical

cavities.[9] [10] Achieving strong coupling to an optical cavity in these

systems is fairly pedestrian at this point. However, these systems

suffer from scalability problems due to the inability to controllably

pattern high quality emitters and additionally tend to have short

coherences times relative to other systems.

• Photons: Many early quantum information schemes were first demon-

strated using photons. Photons are advantageous due to their ex-

tremely long coherence times (typically set by an effective T1 that re-

sults from optical losses) and ease of single qubit gates (waveplates).

Additionally, advances in integrated photonics have greatly reduced

the footprint of the necessary hardware [11]. However, as usual, their

very weak interactions that yield advantages in terms of coherence

make it extremely difficult to implement multi-qubit gates.

• Superconducting qubits: Superconducting qubits are currently the

most likely candidate for actually building a quantum computer due

to their advantages of conventional fabrication, easy scalability, con-

trol over almost every parameter of the qubits and their interactions,
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and the purely electrical means by which they are manipulated.[12]

Their only disadvantages are actually not that pressing; the require-

ment for low temperature and the size of the devices. Due to recent

advances in dilution refrigerator technology, these issues aren’t a sig-

nificant impediment to progress.

• Trapped ions: Trapped ions have been a mature quantum technol-

ogy for a long time, culminating recently in the Nobel Prize being

awarded to Dave Wineland, a leader in the field (along with Serge

Haroche for his work on Rydberg atoms). Trapped ions have very

mature protocols for most criteria for a quantum technology and have

even recently been scaled up to 14 qubit systems and have demon-

strated some basic few-body quantum simulations.[7] However, chal-

lenges in incorporating wafer-based electrodes in UHV chambers may

prevent easy scaling to larger numbers of qubits.

• Neutral atoms: Neutral atoms have been utilized recently both for

basic quantum networking protocols [13] and as ensembles in optical

lattices for quantum simulation of condensed matter Hamiltonians

[6]. They are a very mature system and exhibit long coherence times

but unfortunately also requires UHV chambers and complex laser

systems that may prevent easy scaling.
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• NV centers and divacancies: Quantum applications of NV center-like

systems will be the focus of this work and will be discussed in detail

later.

• Electrostatically gated quantum dots: These systems are relatively

simple in that they are formed from gating 2 dimensional electron

gases to form localized puddles of electrons [14]. They have the ad-

vantages of purely electrical control and a very mature understanding

of the corresponding physics, but suffer from short coherence times

and geometrical constraints on control lines. However, the recent re-

alization of SiGe based quantum dots seems to have solved some of

the problems with short coherence times.[15]

• Electron and nuclear spins in silicon: Electronic and nuclear states in

silicon exhibit extremely long coherences times and have the huge ad-

vantage of being CMOS compatible.[15] However, developing schemes

to scale to multiple interacting qubits has been a challenge.

• Others: There are many other candidate systems that play some

role in quantum information applications, including rare-earth ions

[16], newly investigated dopant systems in a host of varied materials

[17], and mechanical devices [18]. See many of the above reviews for

references to these systems or see [19].
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Although some systems mentioned above seem to be the most relevant

for certain applications like quantum cryptography or quantum computing,

future likely technologies may require the use of multiple systems in order

to utilize each system’s advantages and overcome problems resulting from

their disadvantages. As a result, much recent work has pushed towards

finding ways to interact disparate systems in controlled, scalable ways.

1.3 Why Solid State?

Solid state systems afford distinct advantages over other types of can-

didate quantum systems, primarily in terms of scaling. One driving force

for this is the possibility of using existing semiconductor infrastructure

to generate large scale or large volume implementations of quantum tech-

nologies. Outsourcing hardware generation in the way the electronics and

photonics industries have done can save time, money, and lead to more

reproducible outcomes and this has led some of the traditionally ’bulky’

systems like quantum optical networks [20] and trapped ion systems [21] to

be realized in compact forms that can be generated by hardware ’foundries’.

Modularity also helps significantly for scaling; most cleanroom processes

can be just as easily used to generate thousands of sub-systems as they can

generate one. I found this to be a particularly compelling argument when
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I heard Professor John Martinis, an expert in superconducting qubits, re-

mark in a talk: ”Now that I’ve talked about one qubit, how do we add

more qubits? We use L-Edit!” This is in stark contrast to systems like the

NV center and single photon qubits where the production of multiple, in-

teracting qubits is exceedingly difficult. Furthermore, the compact nature

of solid state systems typically allows for enhanced spatial resolution and

mitigates practical challenges, especially for sensors. [3]

However, solid state systems come with their own challenges. Inho-

mogeneity is often a big problem induced by interactions with the extra

’stuff’ around. Under the right conditions in a UHV chamber, almost ev-

ery rubidium-87 atom is identical; producing two identical quantum dots

or NV centers is a huge outstanding challenge in solid state quantum in-

formation. Semiconductor lattices often act as an artificial ’vacuum’ for

solid state qubits but unfortunately no crystal is perfect and this has con-

sequences for scaling these systems. Furthermore, many qubits that rely

on solid state systems suffer from charge fluctuations at surfaces or within

the bulk, leading to both static and non-static fields that degrade qubit

performance. Still, for many technologies the benefits of solid state imple-

mentations outweigh the costs.
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1.4 Basics of Quantum Information

The basic units of the physics of quantum information are the two-

level system and the harmonic oscillator state (or Fock state). A wise

young professor who was teaching a class I attended once made the frank

statement (paraphrased): ”Almost everything in physics can be described

as either a two level system or a harmonic oscillator. You can get pretty

far by knowing only these two systems and how they interact.” Developing

an understanding of these two systems was crucial to the development of

quantum mechanics; two level systems (or, spin) were elucidated by the fa-

mous Stern-Gerlach experiments and consideration of quantized harmonic

oscillator modes led to the resolution of the Ultraviolet Catastrophe that

had plagued modern physics in the early 20th century. In terms of quantum

information science, these two systems make up the basic building blocks

of a ’quantum computer’, ’quantum sensor’, or a ’quantum network’.

Two level systems are generally described as a superposition of two

distinct states

| ψ 〉 = α |↑〉+ β |↓〉 (1.1)

where the ’up’ and ’down’ states are the usual eigenstates of the Hamilto-
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nian

h̄ω0

2
(|↑〉〈↑| − |↓〉〈↓|) (1.2)

with an energy splitting of E = h̄ω0. These states can consist of any

number of two-level systems (including harmonic oscillator states if anhar-

monicity is added to the system to produce an un-even splitting in the

’ladder states’, as is typically done with superconducting qubits), although

the most common example is a spin 1
2

state with a splitting given by:

E± = ±1

2
gµBh̄Bz (1.3)

In equation 1.1, α and β are typically complex numbers and can be pa-

rameterized by two values θ and φ in the following manner:

| ψ 〉 = cos
θ

2
|↑〉+ eiφ sin

θ

2
|↓〉 (1.4)

This depiction in terms of angles provides a convenient picture by which we

can think of two level systems that is typically termed the ’Bloch Sphere’

and is depicted in Figure 1.1.

One of the defining aspects of quantum mechanics that leads to

all sorts of interesting behavior and uses for computing is the concept of

a superposition state mentioned above. In brief, this is what allows for

the speed up in computation time afforded by a quantum computer or

simulator: instead of just performing operations on a single input, one is
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Figure 1.1: The ’Bloch Sphere’ (left) and harmonic oscillator potential and energy

level structure(right)

performing parallel operations on multiple superimposed states and gener-

ating non-classical correlations (’entanglement’) that simply does not exist

for classical systems.[1] This is a large driving force behind identifying and

manipulating quantum two level systems.

Harmonic oscillator states generally describe bosonic modes and are

described as a ’ladder’ of number or ’Fock’ states shown in Figure 1.1 and

described as:

| ψ 〉 =| n 〉 (1.5)

where n is a number corresponding to the eigenstate of the Hamiltonian

and energy spectrum given by:

H = h̄ω(a†a+
1

2
)⇒ En = h̄ω(n+

1

2
) (1.6)

The operators a and a† are mathematically described by the following
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relations and can generally be thought of as operators that add or subtract

quanta from the Fock state:

a† | n 〉 =
√
n+ 1 | n+ 1 〉 a | n 〉 =

√
n | n− 1〉 (1.7)

The systems that are most widely described as harmonic oscillator

states are optical modes, vibrational modes of interacting ions, or mechan-

ical modes of a MEMs or NEMs stucture. While there are schemes where

these types of systems act as qubit states, they are more commonly used

as a means of mediating interactions between two level systems.[22] [7]

The Hamiltonian describing the fundamental interaction between a

two-level system (here described as ’e’ instead of ↑ to draw connections to

an excited electronic state) and a harmonic oscillator mode is given by the

ubiquitous Jaynes-Cummings Hamiltonian:

H =Hatom +Hfield +Hint

=h̄ω0 | e〉〈e | +h̄ω0 a
†a+ ih̄Ω (| e〉〈g | a− | g〉〈e | a†)

This Hamiltonian is the starting point for understanding the vast majority

of processes involved in quantum information systems, including coherent

manipulation (’Rabi oscillations’), spontaneous emission, enhancements of

spontaneous emission (the ’Purcell effect’), and coherent interactions be-

tween two-level systems and discrete optical modes (the ’strong coupling’

12



regime).

1.5 Organization

This thesis is organized as follows: Chapter 2 will give a general

introduction to creating, manipulating, and measuring defect qubits and

a few example applications of defect qubit systems. Chapter 3 will de-

scribe the basic physics of the diamond nitrogen vacancy center, currently

the most promising defect qubit candidate and the model system whose

physics forms the basis for our search for other defect qubit candidates

in more technologically amenable materials. Chapter 4 will describe this

search and the initial studies on divacancies in 4H and 6H silicon car-

bide. Chapter 5 will describe work done in discovering and characterizing

a defect qubit candidate, the Ky5 divacancy-related center, in 3C silicon

carbide, a material whose primary advantage over others is its availability

as a heteroepitaxial thin film on silicon. Chapter 6 will describe our ini-

tial demonstration of functional devices in 3C SiC with integrated defect

qubits: photonic crystal cavities with incorporated Ky5 centers. Chapter

7 will describe recent work on using our previously fabricated and charac-

terized photonic crystal cavities to enhance measurements of Ky5 defect

qubits. Chapter 8 will summarize the work presented in this thesis and
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discuss future directions and challenges for defect qubit applications.
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Chapter 2

General Defect Qubit

Properties and Applications

2.1 General Introduction to Defects

The study of defects has a long history within condensed matter

physics. Since progress in solid state physics has often run parallel to cor-

responding progress in material science, many of the issues related to resid-

ual defects in otherwise perfect crystal lattices have been relevant to the

physics community. Also, since defects often play an important role in real

world devices, the study of device physics inevitably includes considering

the role of near-band and deep level states induced by point defects. Much

of this research is aimed towards eliminating defects that have deleterious

effects on bulk electronic properties. However, some research has focused
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on the intentional incorporation of defects, typically for optics applications.

The first laser relied on optical transitions of point defects (chromium) in

sapphire (also know as Ruby). Also, many currently used laser technologies

rely on localized defects in host lattices such as titanium in sapphire and

neodymium in Yittrium Aluminum Garnet. Erbium doped fiber amplifiers

play an important role as optical signal repeaters for the modern telecom-

munications industry. Similarly, it goes without saying that the modern

semiconductor industry would not exist if not for controllable introduction

and knowledge of shallow dopant states (donors and acceptors).

In more recent years, the field of quantum information has turned to a

few defect systems as candidates for new quantum technologies. The dia-

mond nitrogen vacancy center is one such candidate and this system, along

with its recently discovered analogues in silicon carbide, will be discussed

at length later. Other systems that have been explored for their quantum

applications are bound electrons in III-V materials[23], which are advan-

tageous due to the engineerability of III-V systems, phosphorus donors in

silicon, which shows remarkably long coherences times [24], and rare earth

ions, which are capable of storing single photon states for significant peri-

ods of time[25].

We shall primarily focus on deep level defects. These systems usu-
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ally exhibit energy levels far removed from the conduction or valence band

edges such that they are typically incapable of being easily ionized to or

from states within the bands. They typically fall into one of two categories:

intrinsic and extrinsic point defects. Intrinsic defects typically consist of

defects or defect complexes made up of constituents that are inherently

present to the lattice. These can include antisites, interstitials, vacancies,

divacancies, vacancy-antisite complexes, so on. Extrinsic defects involve

atomic species that would not be present in a perfect material. Any dopant

fits this requirement and these dopants can often join with intrinsic defects

to form complexes (like the NV center, for instance). Extrinsic defects

are generally a bit easier to study because they can be more easily cor-

related with how a material has been treated. However, sometimes even

the purest material contains residual quantities of extrinsic defects. For

instance, chromium is frequently found in even the purest sapphire and

magnesium oxide wafers due to the incorporation of chrome in stainless

steel.

Defects are typically studies using a number of tools. Here is an

abbreviated list of the most commonly used techniques:

• Electron transport: deep level defects often play the role of charge

traps that can affect the ability of electrons to move through band

17



states within a semiconductor.

• Electron Paramagnetic Resonance: this technique is commonly used

to characterize the net spin of the defect state.

• Deep Level Transient Spectroscopy: this method is frequently used

to determine the position of states within the gap by measuring tem-

perature dependent capacitance changes.

• Optics: if defects are optically active, they can be studied through

photoluminescence, absorption, or other forms of spectroscopy.

• Density Functional Theory: this theoretical tool is often the best and

sometimes only method of calculating defect properties.

• Group Theory: point group symmetries can often be used to char-

acterize system level degeneracies and predict optical spectra by re-

stricting selection rules.

In general, these methods are used to fully characterize the defect proper-

ties to determine the level structure within the host band gap, determine

the charge state of the system, study its spin properties, characterize op-

tical properties, or to consider the likely stability of a given defect species.
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2.2 Defect Creation

A large body of literature exists that is devoted to studying the con-

trolled creation of point defects in a variety of materials. These studies

were largely motivated by the impetus to eliminate defects in order to pro-

duce high quality semiconducting and insulating materials for electronics

applications. Thankfully, this body of knowledge also benefits researchers

attempting to intentionally incorporate defects as candidates for defect

qubits. I will focus the discussion on the two primary method by which re-

searchers intentionally produce intrinsic and extrinsic defects: high energy

electron irradiation and ion implantation. However, it should be noted

that there exist a number of more or less exotic approaches. These include

intentional and unintentional incorporation during growth, neutron irradi-

ation (if you have a spare nuclear reactor lying around, which many former

soviet republics do), and high temperature approaches like diffusion and

additive coloration (heating a binary crystal in an overpressure of one of

the constituent atoms).

Electron irradiation is the most typical method used for producing low

densities of defects suitable for the isolation of single sites. The interac-

tions of high energy electrons with solid materials is a fairly well understood

process and several tools exist for determining the relevant process param-
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Figure 2.1: High energy electron stopping power vs. energy for silicon carbide.

eters, including the ESTAR database[26] and CASINO[27]. The ESTAR

database is a calculation tool for determining the stopping power of a given

material when exposed to an electron beam of a given energy. An example

plot for silicon carbide is show in Figure 2.1.

The important point to take away from the plot is the window of

relatively small change in energy of the beam from 1 to 10 MeV. In this

window, the beam generally passes straight through the material with a

uniform chance of interaction, thus producing an isotropic distribution of

damage events within the crystal. Typically, we use facilities that utilize

beam energies of 2, 5, or 10 MeV to produce doses of 1013 to 1015 electrons

per square centimeter in order to produce isolated single defects distributed

evenly throughout the crystal depth, although recent work on delta doping
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has allowed for controllable depth localization of NV centers[28]. Achiev-

ing higher doses can be more difficult as beam currents are typically kept

low in order to reduce effects from local heating. Accordingly, doses in

the 1017 to 1018 range can cost upwards of 10,000 dollars at a commercial

irradiation facility. In order to achieve these high doses at a reasonable

cost and turnaround time, we implemented our own electron irradiation

setup in the UCSB Free Electron Laser (FEL). The FEL uses a 6 MeV

electron beam with a current capable of producing a 1018 electron dose

with in approximately 10 hours. See Figure 2.2 and Figure 2.3 for images

of the setup. While preliminary work was done to characterize the system,

it was never used exhaustively for defect production.

In contrast, CASINO yields energy loss distributions typically for

lower energies that produce damage dependent on depth within the crystal

based off of Monte Carlo simulations of defect scattering trajectories(see

Figure 2.4). This information is primarily useful for the potential ap-

plication of the typically 300 keV electron beams found in transmission

electron microscopes for controllable patterning of defects within a thin

film[29]. In particular, if the defects can be produced without subsequent

annealing[30], this could enable deterministic patterning of single site de-

fects on the nanoscale.
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Figure 2.2: UCSB Free Electron Laser irradiation beamline.

Figure 2.3: UCSB FEL electron irradiation sample chamber.
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Figure 2.4: Monte Carlo simulations of electron scattering calculated using CASINO.

The other approach typically used to induce defects within a crys-

tal is ion implantation. This process has in the past been utilized by the

semiconductor industry for the spatially localized introduction of dopants

into semiconductors. This spatial control is also what make the process

attractive for deterministic production of localized defects qubits for device

and sensing applications. The spatial control of depth is tuned by chang-

ing the ion energy and species. The freely available SRIM software[31]

provides an easy to use calculator for determining the optimal ion energy

for specified geometries. The software typically outputs a distribution of

vacancies produced through irradiation damage that can generally be used

to tailor the final distribution of incorporated defects within the material.

23



Figure 2.5: Vacancy distribution vs. depth for carbon atoms implanted into SiC

calculated using SRIM.

Figure 2.5 gives an example of such an output. Additionally, the stronger

interaction of heavy ions with most materials means that damage can be

masked to spatially modulate the vacancy density. This has enabled the

controlled placement of single NV centers at predetermined locations[32], a

process commonly cited as one of the advantages that defects qubits have

over random distributed quantum dots. However, due to the non-ideal op-

tical properties of defects produced in this manner, this claim is debatable.

As mentioned previously, post-irradiation annealing is generally cru-

cial to producing defects. This process has the benefit of allowing for diffu-

sion processes that induce different point defects to join and also for healing

some or all of the residual damage left behind by the irradiation process.
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In general, different point defects begin diffusing at different temperatures

and have different levels of final stability. A huge body of literature exists

related to these processes. For our purposes, processes are typically de-

termined empirically based on previous evidence from the literature. For

instance, the optimal annealing process for 4H and 6H silicon carbide di-

vacancies was determined to be a 900 degrees C anneal for 30 minutes in

an argon atmosphere in order to produce the brightest sample. Additional

care must generally be taken to prevent samples from deteriorating due

to impurities in the inert atmosphere. Fortunately, we were able to take

advantage of the existence of various vacuum annealing systems to per-

form annealing up to temperatures of 2200 degree C for SiC samples. This

allowed for post-irradiation tailoring of the divacancy density by induc-

ing the formation of higher order defects (trivacancies, etc) or to reduce

background defect densities in order to search for single defects[33]. Sim-

ilar annealing processes have been developed with NV centers in order to

reduce spectral diffusion[34].

2.3 Defect Excitation

One of the primary reasons for the rapid expansion of research in the

field of defects is the simple means by which they can be excited. Due
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to the existence of a broad blue-shifted phonon sideband, NV centers can

typically be excited off-resonantly over a broad range of wavelength(450-

600 nm) and defects in silicon carbide can typically be excited over the

range of 800 nm to 1100 nm. Both these wavelength ranges are particu-

larly convenient due to the wide availability of green (532 nm) lasers for

NV centers, and Ti:Sapphire or Nd:YAG lasers for silicon carbide defects.

Furthermore, sources in this range are also typically available as compact

solid state packages or as fiber-coupled butterfly diode laser. This is similar

in many ways to semiconductor quantum dots, which can be excited with

most wavelengths above the material bandgap. Defects, however, have the

advantage that no band states are required for their excitation process and

this can avoid strong background luminescence resulting from band edge

emission. Off-resonant excitation of localized defect states typically results

in only local excitations involving the promotion of the defect electrons to

higher excited states followed by the relaxation within the excited state

due to the emission of phonons. The defect properties that lead to this

blueshifted phonon excitation band will be discussed in a later section.

There do exist, however, many reasons to resonantly excite defect

states. Interactions between NV centers and laser fields resonant with the

defects’ zero phonon line have been utilized to study the NV center excited
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state structure[35], achieve near unity ground state spin polarization and

single shot readout[36], and to coherently manipulate the defect spin states

optically.[37] Accordingly, most quantum information applications involv-

ing NV center-like defects rely on schemes involving resonant excitation.

The lasers available for these experiments tend to be more complicated:

they usually exhibit extremely narrow linewidths ( < 300 kHz), typically

tune over narrow range (up to 10 nm mode-hop free tuning on some mod-

els, up to 100 nm coarse tuning with 5-30 GHz mode hop free tuning on

others), and require special stabilization routines to maintain wavelength

and power stability. Additionally, resonant excitation typically results in a

higher rate of charge conversion (which essentially results in non-permanent

photo-bleaching). However, the advantages described above usually out-

weigh the added difficulties associated with resonant excitation.

A few other, more specialized excitation methods are also occasionally

used. Because of the versatility of above-gap excitation for characterizing

most semiconductors, some past studies have utilized excitation ranging

down to the UV wavelength range. This excitation process involves a

combination of band-to-defect state relaxation that is usually not well un-

derstood. For instance, the first observation of the Ky5 defect bands in

3C SiC resulted from above gap excitation[38]. This method has proved
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particular convenient for performing characterization of a broad range of

3C SiC epilayers. Because the silicon substrate typically exhibits fluores-

cence levels that can swamp the defect signal, above gap excitation in the

UV range allows one to characterize a given epilayer’s defect fluorescence

level without complicated processing due to the short attenuation length of

above gap excitation. Furthermore, this may provide clues that electrically

pumped band edge carriers could be used to excite defect fluorescence.

Electrical excitation has indeed recently been demonstrated in dia-

mond and silicon carbide[39] [40] by incorporating defect states into LED

structures. Electrical pumping had previously been only limited to III-V

based systems.[9] This approach is particularly relevant for the prospects

of demonstrating a room temperature, electrically pumped single photon

source.

2.4 Defect Detection

Detection schemes for optically active deep level defect qubits typically

focus on photoluminescence readout mechanisms. Most initial research on

the NV center was performed using EPR spectrometers to detect the de-

fect spin states [41] and it was only after the correlation between the spin

and optical properties was established that researchers began studying NV
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center fluorescence using ODMR. For many candidate defect qubit systems

like those in silicon carbide, the vast majority of the literature focused on

EPR methods and the full model of the connection between the optical and

spin properties has not yet been established. In general, EPR is a more

straight forward method to characterize spin sublevels because it does not

involve any convolution with the defect optical properties. However, typi-

cal EPR spectrometers like the Bruker X-band model in the UCSB NMR

lab is only sensitive to ∼109 total spins at the very least; ODMR, as demon-

strated for NV centers and other defects with a net spin, can be sensitive

down to the single spin level. Electrical methods have also been utilized

in the past, motivated primarily by the desire to eliminate the deleterious

effects that deep levels often have on real semiconductor devices. Deep

Level Transient Spectroscopy is a method based on changes in capacitance

resulting from deep level state depletion and is frequently used to estab-

lish deep level properties [42]. Additionally, direct spin-dependent charge

relaxation in SiC MOSFETS has been observed [43]. However, these and

the plethora of other methods applicable to III-V systems are beyond the

scope of this work so I will focus on fluorescence detection methods.

Optical detectors generally fall into two categories: analog detectors

and photon counting units. Due to their low sensitivity, analog detectors
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are usually applied only to large ensembles of emitters or for measurement

techniques that involve interactions with a laser field. The former case

applies to much of the initial work we performed on defects in silicon car-

bide; a high sensitivity (Noise Equivalent Power ∼30 fW/
√
Hz) with low

bandwidth (∼20 Hz) was the most reasonable, cost-effective choice for the

initial experiments. Higher bandwidth, lower sensitivity diodes were used

in some early studies of NV center optical dynamics [44]. Similar diode

detectors were utilized for studies of spectral hole burning [45], Raman het-

erodyne detection,[46] and recent work involving faraday rotation in NV

centers[37].

Photon counting units are further divided into two categories: array

detectors and point detectors. The most common type of array detector

is the CCD array. These types of CCD cameras are commonly applied

in spectroscopy applications and can be liquid nitrogen cooled to reduce

background count rates. Silicon CCDs are typically used for visible and

near-infrared spectroscopy (400nm-1100nm) and InGaAs CCDs are opti-

mized for infrared detection (900nm-1700nm). These systems suffer from

rather low bandwidth (∼1 Hz) due to the need for mechanical shutters but

are still preferable to point detectors for PL spectroscopy using a spec-

trometer due to the large number of wavelengths sampled in one exposure.
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Point detector photon counting units are typically the main workhorse

detector used for visible and near-infrared single defect studies due to

their combination of high quantum efficiency and high bandwidth. Sil-

icon avalanche photodiode single photon counting modules are available

with very high quantum efficiencies (greater than 70 percent at 700 nm ),

low timing jitter (down to 50 ps), low dark counts (as low as 25 cts/s),

and reasonable cost (5K for top of the line specifications). Silicon de-

vices typically exhibit negligible quantum efficiency for infrared photons

so for defects like those found in silicon carbide that emit in the telecom

bands, other alternatives must be used. InGaAs photon counting modules

are commercially available but typically require gated operation due to

high rates of dark counts (although idQuantique has recently developed a

free-running model with good specifications). Accordingly, most telecom

range single photon-based research has required access to superconducting

nanowire single photon counting units. These systems have only recently

become commercially available and are typically very expensive (50-100K

U.S. dollars, at least) both to purchase and operate due to the need for

cryogenics (wet or closed cycle). They do, however, exhibit a good quan-

tum efficiency of approximately 25 percent over a broad wavelength range

(900nm-1900nm) and very low dark counts (less than 1 ct/s). These de-
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tectors were crucial for sensitive, high bandwidth measurements of silicon

carbide defects and for the isolation of single defect sites.

2.5 Defect Manipulation

The next crucial ingredient in studying defect qubits and implementing

quantum information schemes is the ability to coherently manipulate de-

fect states, distinct from the largely incoherent excitation and measurement

processes. The majority of these methods of manipulation take advantage

of the ’atom-like’ structure of localized defects within the semiconductor

lattice and mimic processes previously exploited for studying and control-

ling neutral atom and trapped ion systems. I will focus the discussion

around methods used in NV center-like systems research but these meth-

ods have been applied to a variety of other defects. Here is a brief survey

of the most common methods of manipulation:

• Microwave manipulation: The NV center and its analogues in SiC

form well defined triplet spin states both in their ground and excited

states with magnetic dipole transitions connecting the ms = 0 and

ms = ±1 states. Accordingly, this method of manipulation is the pri-

mary means by which single qubit gates are applied to defect states

[47]. Both CW and pulsed methods of microwave manipulation have
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Figure 2.6: Metallization wires used to apply microwave fields for spin resonance

experiments in SiC.

reached a high degree of maturity for spin control. Perhaps the only

downside to this method is the inherently small degree of localization

of magnetic fields. However, implementation of microwave structures

for spin manipulation is fairly simple for both on and off chip architec-

tures. See Figure 2.6 for examples of three different metal structures

used for microwave manipulation of SiC defects.

• Optical manipulation: Under the right conditions (low-temperature,

small degree of inhomogeneous broadening), direct manipulation of

the spins and orbital states can be achieved through the use of reso-

nant laser excitation. In particular, for NV centers, recent research

in this area has led to the demonstration of optical Rabi oscillations

[48] and optical (AC) stark shifts [37]. These methods are promis-
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ing and/or necessary for many quantum information schemes (see

the laser sections on basic quantum information schemes). In prin-

ciple, the optical control fields can be localized on very small scales

using photonic or plasmonic structures but in general, laser-based

approaches require more complicated and expensive hardware than

microwave manipulation.

• Electrical manipulation: Although the direct degree of coupling of

the NV center and SiC divacancy spin sublevels to electric fields

is rather weak, nevertheless they can be used to perform both DC

shifts[49] of excited state energies and even coherent spin manipula-

tion in the defect ground state sublevels [50]. DC level shifts of the

excited state are a crucial tool for combating spectral inhomogene-

ity for the production of indistinguishable photons, while AC electric

field manipulation may allow for spin manipulation on very small

length scales due to the ability to strongly confine electric fields on

the nanoscale.

• Strain manipulation: Similar to electric field manipulation, strain

fields can also be applied to manipulate defect spin states.[51] This

has recently been demonstrated in both diamond and silicon carbide.

The most exciting prospects for this process involve potentially cou-
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pling defects to strain field in fabricated nanomechanical resonator.

[52].

2.6 Incorporation into Functional Devices

One key outstanding challenge for the defect qubit field is their inter-

face with other degrees of freedom such as optical or mechanical modes.

Incorporating defect qubits into useful geometries and functional devices

is crucial to almost all of their applications and is certainly essential for

scalability. Here is a brief description of each of the most common types

of architectures researchers are pursuing:

• Photonic structures: This approach is, up to now, the most com-

monly explored line of research due to the inherent optical interface

between the spin and optical degrees of freedom of NV center-like

defects. The structures fall into one of two categories: structures

for broadband or narrowband spectral enhancement. Structures in-

tended for broadband enhancement are typically sought to increase

the total photon yield of an individual emitter and in diamond, have

come in the form of solid immersion lenses [53], nanoposts [54], and

plasmonic resonators [55]. Nanopost structures have the additional

merit of being well suited for incorporation into scanning probe ge-

35



ometries. Structures that result in narrowband enhancement are typ-

ically desired for quantum optics applications. These structures typi-

cally include micron scale ring resonators [56] and nanoscale photonic

crystal cavities[57] [58]. Due to the fact that the majority of photon

emission goes into the broad sideband transitions of the NV center,

strong Purcell enhancements are necessary to funnel emission into

the narrow zero phonon line for applications involving indistinguish-

able or narrow band single photon production. These applications

typically involve structures with high quality factors and small mode

volumes and if these parameters can be sufficiently optimized, the po-

tential for ’strong coupling’ exists. If this regime could be accessed, it

would open up a number of possibilities for interfacing the long-lived

spin coherence of the NV center ground state with optical degrees

of freedom for a host of quantum information applications, some of

which were discussed previously. See Figure 2.7 for an example of

a fabricated 3C SiC photonic crystal cavity containing Ky5 defect

qubits.

• MEMs, NEMs: NV center-like systems also typically interact with

strain degrees of freedom in their ground and excited states and this

opens up the possibility for interactions with mechanical systems.
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Figure 2.7: L3 photonic crystal cavities fabricated out of 3C SiC containing Ky5 defect

qubits.

Figure 2.8 shows an example of such a structure: a series of can-

tilevers fabricated out of 3C SiC that contain Ky5 defect qubits. Ap-

plications of these systems range from sensing of local strains[52] to

mechanical cooling[59] to coherent interactions between mechanical

resonators and single defects [60]

• LED’s: In order to produce a scalable single photon source, one

would ideally like to be able to generate the photons through an

electrical means. This has previously been demonstrated for III-V

semiconductor quantum dots [9] and has recently been applied to

NV centers [39] and defects in SiC [40].
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Figure 2.8: Cantilevers fabricated out of 3C SiC containing Ky5 defect qubits. Cour-

tesy of B. Aleman

2.7 Single Site Isolation

One of the main driving forces behind studying deep level defects for

quantum information applications is the potential for single site isolation.

After many decades of research studying the properties of NV centers,

researchers isolated single emitters in the late 90’s [47]. This research

expanded for many years and eventually led to isolation of other single

emitters in diamond and other materials [61] [62] [17] [63]. See Figure 2.9

for a typical spatial scan of a low density sample of SiC exhibiting isolated

single emitters. The single emitter nature of a given isolated emission site

is typically verified through the emission photon statistics (see Section 2.7),

as shown in Figure 2.10 . There are a number of motivations behind study-
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Figure 2.9: Scanning confocal PL map of a low defect density 4H SiC sample.

ing single emitters in place of ensembles. From a basic science perspective,

this allows one to (mostly) eliminate the effects of inhomogeneous broad-

ening which can prevent the study of many intrinsic defect properties. I

qualify this state with ’mostly’ because most measurement procedures still

involve time averaging schemes that can still produce inhomogeneity as

a result of non-static properties. This inhomogeneity can come in many

forms, including spectral inhomogeneity, inhomogeneity in spin dynamics

and splitting parameters, and spatial inhomogeneity resulting in experi-

mental non-idealities (a particularly harmful problem in experiments in-

volving optical cavities and sensing schemes).

For quantum information applications, single emitters are a crucial

component of most schemes. In particular, many quantum key distribution
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Figure 2.10: Second-order coherence function of single defects in SiC exhibiting photon

anti-bunching.

schemes rely on the use of single photon states for perfectly secure commu-

nication. A basic demonstration of the BB84 scheme has previously been

implemented using single photons generated by NV centers. Other schemes

(like projective entanglement, for instance [64]) require indistinguishable

single photons, which can be more difficult to achieve and often requires

local tuning of individual defect transitions. For sensing applications, en-

semble approaches can be used, but these result in spatial averaging of

the measured field and reduced coherence times resulting from ensemble

dephasing. However, for many quantum information and sensing schemes,

if an ensemble of N truly indistinguishable defects could be produced with

long spin coherences times, one can gain a
√
N enhancement of the de-

sired effect. For quantum information schemes, this results from the
√
N

enhancement of the coupling factor in the Tavis-Cummings model. For

sensing schemes, this results from the larger signal to noise that results

from a higher photon count rate (the signal typically scales as the square
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root of the count rate leading to a sensitivity that scales inversely with the

square root of the number of emitters).

The isolation of single emitters usually results from the use of ex-

tremely low emitter density samples and confocal microscopes with fine

spatial resolution (a small excitation and collection volume). Examples

of scanning confocal microscope setups will be given in later chapters. In

brief, a laser of sufficient power to saturate the emission of a single de-

fect is typically spatially scanned through the volume of a crystal using

a microscope objective and the emitted photoluminescence is passed back

through the same microscope objective, filtered to reject the pump laser,

and passed to a sensitive photodiode module. It is vitally important that

the sample have an emitter density lower than 1 emitter per cubic micron

and that the sample background emission signal be much lower then single

emitter signal. These two criteria can be very difficult to access for most

materials and defects.

2.8 Single Photon Emitters

One of the main defining quantum properties of NV centers and sin-

gle defects is their non-classical photon emission. This manifests itself as

a statistical property of the light field produced by the emitters that can
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be described by the second order photon correlation function g(2). Single

photon sources generally exhibit antibunching, or g(2) < 1. This property

cannot be described using classical electromagnetic theory and therefore

is regarded as a ’quantum property’ (beyond the obvious particle-like na-

ture of the light field). Single photon states are generally applicable to

a number of quantum information schemes, including the BB84 quantum

key distribution protocol [2] and entanglement of spatially separated quan-

tum states [65]. Some of these protocols have recently been realized for

NV centers, including the BB84 protocol [66], two-photon interference [67],

and projective entanglement [64].

The normalized second order photon correlation function is defined as

g(2)(τ) =
〈nc(0)nd(τ)〉
〈nc(0)〉〈nd(0)〉

=
〈c†(0)c(0)d†(τ)d(τ)〉
〈c†(0)c(0)〉〈d†(0)d(0)〉

(2.1)

where c†(c) are the raising(lowering) operators for the photon field of the

output arm of the 50:50 beamsplitter given the label ’c’. a, b(c, d) are

the input (output) channels for the 50:50 beamsplitter. In order to relate

the beamsplitter outputs to the input, we use the following relationships

between the input and output operators:

c =
−ia+ b√

2
d =

a− ib√
2

(2.2)

We are generally interested in the zero time delay correlation function
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g(2)(0). For the input Fock state ψ =| n, 0 〉, using equation 2 and per-

forming a little algebra, one can show that

g(2)(0) =
〈n(n− 1)〉
〈n2〉

= 1− 1

n
(2.3)

For a single emitter, only one photon is emitted within the decay time

of the excited state lifetime. Thus at any given time the input state is

| ψ 〉 =| 1 0 〉 yield g(2)(0) = 0 (see Figure 2.11 (left)). If multiple photons

are emitted, the state | ψ〉 =| 20〉 yields g(2)(0) = 1/2. Hence, it commonly

accepted that for g(2)(0) < 1/2, the source is considered a ’single emitter’.

For the case of identical emitters, the input state to the beamsplitter

is | ψ 〉 =| 11 〉 = a†b† | 00 〉 (see Figure 2.11 (right)). This can be rewritten

as

a†b† | 0 0 〉 =
ic† + d†√

2

c† + id†√
2
| 0 0 〉 (2.4)

=
1

2
(c†c† + id†d†) | 0 0 〉 =

1√
2

(| 2 0 〉+ i | 0 2 〉) (2.5)

Hence the two photons always exit the same arm of the beamplit-

ter and the coincidence counts between the two photon counting channels

drops to zero when the photons arrive at the beamsplitter at the same time.

This yields the famous ’Hong-Ou-Mandel’ result from quantum optics: a

dip in the coincidence counts from the two channels of the output ports of

a 50:50 beamsplitter. The magnitude of the dip is a measure of the indis-
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Figure 2.11: Comparisons between input and output states of different sets of Fock

states incident on a 50:50 beamsplitter.

tinguishability of the incident photons. See Figure 2.11 for a schematic of

these two situations.

Although much progress has been recently demonstrated for NV cen-

ter based single photon sources, they still face significant challenges. Typ-

ically one would prefer to work with single photons in the telecom range

to take advantage of the low loss in silica fibers through the 1-1.5 micron

wavelength range and the near-unity photon detection capabilities of su-

per conducting nanowire detectors (which is necessary for some quantum

information schemes). Accordingly, it would be advantageous to be able to

convert photon frequencies through the use of bulk non-linear optics [68]

or on-chip material nonlinearities [69]. Additionally, NV centers typically
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emit over a broad spectral range (∼200 nm bandwidth) which can pose a

challenge for some optical systems. Incorporating NV centers into optical

cavities [70] can improve the situation by providing narrowband enhance-

ment and emission into a well defined optical mode although this approach

certainly has many challenges with regard to ease and defect stability.

The challenge of achieving stable NV centers is particularly problem-

atic for schemes that involve photon interference because this leads to spec-

trally distinguishable emission. NV centers with stable spectral emission

are the exception rather than the norm [71] and this becomes particularly

problematic in fabricated microcavities. However, some recent progress

has been made towards improving the emission stability of individual NV

centers. [34]

For a detailed discussion of the successes and challenges in the field of

single photon emitters, see [72].

2.9 Cavity QED

Most of the interesting behavior and applications of single emitter

systems arise when a single emitter is coupled to single mode of an op-

tical cavity. To understand this behavior we consider a two level system

interacting with an optical mode through the typical Jaynes-Cummings
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Hamiltonian:

H = h̄ω0 | e 〉〈 e | +h̄ω0(a†a+
1

2
) + h̄g0 | e 〉〈 g | a− h̄g∗0 | g 〉〈 e | a† (2.6)

where ω0 is the transition frequency, a and a† are the cavity mode raising

and lower operators, and g0 is the emitter-field coupling constant. We have

set the transition frequency equal the the frequency of the cavity mode for

convenience. To characterize the system’s eigenmodes and dynamics, it

is necessary to take into account the loss mechanisms that result from

spontaneous emission and cavity photon loss. These can be taken into

account through a Master equation approach:

d

dt
ρ =

1

ih̄
[H, ρ]− γ

2
(σ+σ−ρ− 2σ−ρσ+ + ρσ+σ−)− κ

2
(a†aρ− 2aρa† + ρa†a)

(2.7)

where γ is the excited state decay constant, σ± are the Pauli raising and

lowering operators, and κ is the cavity field decay constant. This can be

treated as an effective non-hermitian Hamiltonian of the following form:

Heff = H − ih̄γ
2
σ+σ− − ih̄

κ

2
a†aρ (2.8)

If we only consider the two states | e 0 〉 and | g 1 〉 signifying the states

where the excitation is either in the emitter or the cavity, this can be easily
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cast into the simple form:

Hg = h̄

 −iγ2 g0

g∗0 −iκ
2

 (2.9)

The eigenvalues of this Hamiltonian can be obtained as:

E± = −iκ+ γ

4
±
√
| g0 |2 −

(κ− γ
4

)2

(2.10)

In the limit where g0 � κ/2, γ/2, the ’strong coupling’ limit is reached.

In this limit, the square root term in the eigenvalues can be real, yield-

ing eigenstates that are combinations of both the cavity excitation and

the emitter excitation. The values set by this eigenenergies are real and

therefore the behavior is oscillatory; excitations can be swapped from the

emitter to the cavity and back before the excitation has decayed from the

system through either spontaneous emission or cavity loss. In the other

limit where g0 � κ/2 or g0 � γ/2, we have the ’weak coupling’ or ’Pur-

cell enhancement’ regime. In this regime, the two eigenenergies are purely

imaginary, leading to decaying excitations. These eigenenergies and decay

rates are given by:

E1 = −iκg
2

κg ≈ κ− 4 | g0 |2

κ
(2.11)

E2 = −iγg
2

γe ≈ γ +
4 | g0 |2

κ
(2.12)
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The first eigenstate is more ’cavity-like’ and the second is more ’emitter-

like’. We focus on the second state and consider how the cavity affects the

emitter’s behavior. The emitter decay rate has now been enhanced to be:

γe = γ(1 + Fp) Fp =
4 | g0 |2

κγ
(2.13)

which can be seen by considering that this eigenvalue’s eigenstate primarily

consists of the emitter excitation state( κ� γ in most solid state systems).

This extra term Fp is considered the rate at which the emitter is decaying

into the cavity mode. If we compare the rate at which the emitter would

otherwise emit in a material of index n

γn =
nµ2ω3

0

3πε0h̄c3
(2.14)

To the cavity emission rate

γc =
4 | g0 |2

κ
=

2µ2ω3
0

ε0h̄n2Vmκ
(2.15)

We derive the well known ’Purcell Enhancement’ that results from change

in optical density of states the emitter can couple to as a result of the

cavity:

γc
γn

=
3

4π2

(λ
n

)3 Q

Vm
(2.16)

Intuitively, we can understand this behavior as a result of the modified op-

tical density of states that results from the cavity’s presence. This can be
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understood heuristically by considering the two common methods for cal-

culating spontaneous emission: Fermi’s Golden Rule or Wigner-Weiskopff

formalism.

Fermi’s golden rule can be states that the transition rate from a state

i to a state f is given by :

Ti→f =
2π

h̄
| a |2 ρ(ω) (2.17)

where a is the transition matrix element and ρ(ω) is the density of states

at that frequency. The cavity alters this density of states, and thus the

transition rate.

The Wigner-Weisskopf approach to calculating spontaneous emission

is preferable to Fermi’s golden rule in its degree of rigor. Without going

into details (see [73]), as with Fermi’s Golden Rule, it involves an integral

over available optical modes in order to calculate the transition rate from

one state to another. The presence of cavity alters this integral, leading to

altered emission rates.

NV center type emitters with significant phonon sidebands have addi-

tional caveats when it comes to Purcell enhancements. The ZPL is the only

homogeneously broadened transition that can efficiently couple to a high Q

cavity mode yet this emission line only constitutes ∼3% of the total defect

emission band. As a result, one has to realize that the decay rate given by
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equation 2.16 is made up of of a term for the total emission rate without a

coupled cavity mode and a cavity coupled term (the Purcell term). How-

ever, the Purcell term includes the single photon Rabi frequency for just

the ZPL dipole strength in the numerator while the entire excited state

decay is in the denominator:

γe = γ(1 + Fp) = γ(1 +
4 | g0 |2

κγ
) (2.18)

Another way to look at this is as though the Purcell Factor for a single

emission line is reduced by the ratio of that line’s rate to the total radiative

rate:

FP → FP

(
γZPL
γtot

)
(2.19)

We can re-write the Purcell term only in terms of the enhancement of

the ZPL emission in the cavity mode relative to free space/bulk as:

γe = γ +
4 | g0 |2

κγZPL
γZPL = γ + FZPLξZPLγB (2.20)

where γB is the bulk emitter decay rate where we have defined the fraction

of emission into the ZPL ξZPL (the ”Debye-Waller” factor) as

ξZPL =
γZPL
γB

(2.21)

We can now obtain an expression for the enhancement of the ZPL

emission relative to bulk in terms of experimentally measurable parameters:

FZPL =

(
τ0

τe
− τ0

τoff

)
1

ξZPL
(2.22)
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where we τ0 is the total PL decay lifetime of the emitter in bulk, τe is

the total PL decay lifetime when the emitter is coupled to the cavity, and

τoff is the total PL decay lifetime when the emitter is not coupled to the

cavity mode (this is distinct from the bulk emission rate due to the fact

that the local dielectric environment of the emitter is altered by being in

the cavity even when not coupled to it). This provides a simple method

for extracting FZPL: measure the Debye-Waller factor and PL decay rate

in bulk and then measure the decay lifetime when the ZPL is not coupled

to the cavity mode and then tune the mode or emission to the mode wave-

length to obtain enhanced decay lifetime. ZPL Purcell enhancements of

∼70 and 62 have been measure for 2D [70] and 1D [74] photonic crystal

cavities, respectively.

Although these reported results provide significant Purcell enhance-

ments, the cavity Q’s demonstrated for these mode volumes are still more

than an order of magnitude away from achieving the onset of the strong

coupling regime. For nanoscale cavities with mode volumes on the order of

∼(λ/n)3, Q’s of approximately 105 are necessary to achieve strongly cou-

pling to an NV center. The highest Q’s reported for these sized structures

with operating wavelengths near the NV center ZPL are around 6000, with

Q’s of 1000 being more typical. Despite this, some of the applications de-
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scribed in later sections are achievable in the the Purcell regime.

However, the expression for Fp above assumes that the emitter is on

resonance with the cavity wavelength, positioned at the electric field max-

imum of the cavity and that the dipole polarization matches the cavity

mode polarization. While it is not difficult to achieve resonance with tun-

ing of the cavity or emitter wavelength, the second two criteria are very

difficult to achieve. The non-ideal Purcell factor Fr has the form:

Fr = Fp

∣∣∣∣ E(r) · µ
| Emax || µ |

∣∣∣∣2 1

1 + 4Q2( λ
λcav
− 1)2

(2.23)

Spatial positioning within the cavity mode maximum is extremely diffi-

cult due to diffusion during annealing for top-down fabricated defects and

< 111 > oriented material is required to achieve the proper emitter po-

larization. All the factors mentioned above pose significant challenges for

doing cavity QED with NV center like systems.

Cavity quantum electrodynamics is a rich field and this has only

scratched the surface. However, the strong coupling and Purcell regimes

form the basis for many of the applications for solid state optical emitters,

some of which will be discussed briefly in the next few sections. Purcell

Enhancements are generally applicable for enhancing any applications that

rely on the production of single photons for quantum optics applications

and the strong coupling regime allows for a number of different coherent
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interactions between light fields and matter qubits. For a more rigorous

set of derivations and more details discussions of the various applications,

see [75].

2.10 Projective Entanglement

One of the most promising implementations of optically active defect

qubits involves projective entanglement of two separate qubits into an en-

tangled state. The primary advantage of this scheme is that it does not

require the direct interaction between the two qubit; the crucial step in the

process is the interference between indistinguishable photons from the two

distinct systems. In this sense, the process is projective and not determin-

istic. Nevertheless, schemes exist to exploit this process for quantum infor-

mation applications[65]. The basic experimental setup is demonstrated in

Figure 2.12: The systems we wish to entangle consist of two ground state

levels making up a qubit state with an excited state connected to one of

the ground state levels two states through optical transitions. Each qubit

is incorporated into a cavity for practical reasons but this is not strictly

necessary. Single photons emitted from the qubits are incident on a 50:50

beamsplitter where they interfere and pass to photon counters in the two

exit ports of the beamsplitter.
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Figure 2.12: Experimental configuration for projective entanglement using two opti-

cally active qubit systems.

We begin by initializing each of the two qubit states into the state:

| Ψ 〉 =
1√
2

(| 0 〉+ | 1 〉) (2.24)

This could be accomplished in a number of ways but for the case of the

NV center, it could be performed by optically pumping the state to either

the ms = 0 or ms = 1 state and applying a π/2 pulse to the system. Next,

an optical π pulse is applied to the | 1 〉 →| e 〉 transition, putting each

qubit in the state:

| Ψ 〉 =
1√
2

(| 0 〉+ | 1 〉)⇒ 1√
2

(| 0 〉+ | e 〉) (2.25)
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The composite state of the system can now be written as

| Φ 〉 =| Φ1 〉⊗ | Φ2 〉 =
1

2
(| 00 〉+ | 0e 〉+ | e0 〉+ | ee 〉) (2.26)

Ultimately, the scheme is reliant on the detection of a single photon at

either of the two beamsplitter output ports. At this point, we can neglect

the | 00 〉 and | ee 〉 states as they act as ’failed’ instances of the protocol.

The state we care about is

| Φ 〉 ∝ (| 0e 〉+ | e0 〉) (2.27)

Now the states each decay within the fluorescence lifetime of the excited

state and this process can be described by including the state of the photon

field:

| Ψtot 〉 = (| 0e 〉+ | e0 〉) | vac 〉 ⇒ (| 01 〉a†+ | 10 〉b†) | vac 〉 (2.28)

where a and b designate the photon creation operators for two input chan-

nels of the 50:50 beamplitter. As described previously in the section on

photon statistics, we can re-write the input photon creation operators in

terms of the output operators as:

a† =
1√
2

(ic† + d†) b† =
1√
2

(c† + id†) (2.29)

Rewriting the previous state in terms of these operators yields, with some
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re-arranging of terms, the state:

| Ψtot 〉 ∝(| 01 〉(ic† + d†)+ | 10 〉(c† + id†)) | vac 〉

=(| 10 〉+ i | 01 〉)c† + (i | 10 〉+ | 01 〉)d†

We now see that we have our final state in a superposition of two state:

one where a single photon clicks on either of the two photon counters.

Once that happens, the state of the qubits is projected onto one of the

two maximally entangled states adjoining the photon creation operators.

Furthermore, this process can be concatenated to further entangle extra

qubits, if an series of such qubit nodes is available. The simplicity of this

process lead to its realization in a recent experiment with two distinct NV

centers in separate cryostats entangled of a distance of approximately 3

meters[64].

2.11 State Transfer Via Flying Qubits

One of the most conceptually straight forward approaches to building

up a ’quantum network’ involves the exchange of phase coherence between

localized states (’nodes’) and photons (’flying qubits’).[22] This approach

relies on the ability to coherent control the dynamics of a Λ system typically

through applied optical control fields. Optical cavities are a crucial part
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Figure 2.13: Configuration of a quantum node for a stimulated Raman adiabatic

passage approach to building a ’quantum network’.

of this process because they act as a coherent interface that transmits the

output photon to a well defined optical mode. This mode can then be

transferred to another node through a fiber network or through an on-chip

waveguide. To demonstrate the basics of this process, we considered a

three level Λ system where one leg of the system is driven by a control field

and the other is coupled to a single mode of an optical cavity. This scheme

is based on the process of stimulated Raman adiabatic passage. Figure

2.13 demonstrates the states and control fields involved.

The resulting Hamiltonian for this situation can be written in the

| e, 0 〉, | r, 0 〉, | g, 1 〉 basis as:

H(t) =


0 Ω∗(t)/2 0

Ω(t)/2 ∆− iγ/2 g0

0 g0 0

 (2.30)

The state | g, 0 〉 ⇒| r, 0 〉 is assumed to be decoupled from the control

57



field through a relative detuning or polarization selection rule. One can

see that the state

| Ψ(t) 〉 = g0 | e, 0 〉 −
Ω(t)

2
| g, 1 〉 (2.31)

is an eigenstate of the above Hamiltonian for all times. Therefore, under

the conditions for adiabatic transfer, the system can be transferred from

being initially in the | e, 0〉 state (Ω(t) = 0) to the state | g, 1〉 (Ω(t)� g0).

Therefore, if the state is initially in a superposition of the ground states

| g, 0 〉 and | e, 0 〉 with amplitudes α and β, this phase coherence can be

transferred to the photon state:

(α | e 〉+ β | g 〉) | 0 〉 ⇒| g 〉(α | 1 〉+ β | 0 〉) (2.32)

In practice, the situation is much more complicated. All the above scheme

does is demonstrate in a toy model the basics of how such a scheme works.

This photon state would then need to be transferred out of the cavity and

coherently re-absorbed by another node. Thankfully, this approach, when

taking cavity losses into account, can solve this problem by appropriate

engineering of the control pulse. In principle this allows one to generate

single photons of an arbitrary envelope into a external mode and then

utilize the time-reverse of the process to facilitate coherent re-absorption.

For a more detailed discussion, see [75] and the references therein. It is in
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general easier to deal with polarization superpositions rather than number

state superpositions as flying qubits and this entire process has recently

been realized for this scheme [76].

2.12 Mediating Photon-Photon

Interactions

One promising route towards utilizing qubit-cavity systems relies not

on using the local qubit as the node, but instead uses it to mediate inter-

actions between photon-qubit states. Photons generally act as very good

qubits due to their very weak interactions with their surroundings but me-

diating interactions between photons is generally very difficult. Many of

the most common schemes rely on material non-linearities that are incredi-

bly weak at the single photon level. Strongly coupled qubit-cavity systems,

however, can demonstrate highly non-linear behavior down to the single

photon level. One proposal based on these interactions that has shown

recent progress relies on using coupled cavity-qubit system to produce a π

phase shift in the phase of the polarization of one photon state contingent

on the polarization of another photon state. The basic building block of

this process relies on producing a controlled phase shift in the polarization

of a photon contingent on the state of the cavity-qubit system as follows.
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The following discussion is based on the proposal in [77]. It was previously

demonstrated that this controlled phase flip operations, along with single

qubit operations, makes up a complete set of operations needed for univer-

sal quantum computation. The operator describing this shift is:

UCPF
aj = eiπ|0〉〈0|⊗|h〉j〈h| (2.33)

Producing this operation is the main challenge of this process. For

a coupled-cavity emitter system, with some work, one can show that the

resulting different phase shift for a photon reflected from the cavity with

or without the emitter on resonance is ∼ π for an emitter in the strong

coupling regime with g2
o >

γκ
4

. For further details, see [75]. The follow dis-

cussion will demonstrate how this operation between a matter qubit and a

photon can be used to generate operations between photons, described by

the following operator:

UCPF
jk = eiπ|h〉j〈h|⊗|h〉k〈h| (2.34)

First, we prepare the matter qubit in a superposition of states, only

one of which is resonant with the cavity mode and capable of producing

the controlled phase flip:
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| Φai 〉 =
1√
2

(| 0 〉+ | 1 〉) (2.35)

We then perform the following series of composite operations that will per-

form the photon-photon phase flip:

UCPF
jk | Ψjm 〉 ⊗ | Φai 〉 = UCPF

aj Ra(−π/2) UCPF
ak Ra(π/2) UCPF

aj (2.36)

This process consists of a matter-photon phase flip on one photon labeled

’j’, followed by a π/2 rotation of the matter qubit state, followed by a

matter-photon phase flip on a second photon labeled ’k’. This process is

then ’reversed’ to leave the matter qubit and initial photon state in its

original form by then performing a −π/2 rotation on the matter qubit

followed by another matter-photon phase flip on the first photon. The net

effect of this process for an initial photon with ’H’ polarization yields:

| ψH 〉 =| Ψjm 〉 ⊗ | Φai 〉 =
1

2
(| 0 〉+ | 1 〉)⊗ | H 〉j ⊗ (| H 〉k+ | V 〉k)

⇒ 1

2
(| 0 〉+ | 1 〉)⊗ | H 〉j ⊗ (− | H 〉k+ | V 〉k)

The net effect of this process for an initial photon with ’V’ polarization

yields:

| ψV 〉 =| Ψjm 〉 ⊗ | Φai 〉 =
1

2
(| 0 〉+ | 1 〉)⊗ | V 〉j ⊗ (| H 〉k+ | V 〉k)

⇒ 1

2
(| 0 〉+ | 1 〉)⊗ | V 〉j ⊗ (| H 〉k+ | V 〉k)
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This demonstrates the phase flip of the second photon contingent on the

state of the first. If the first photon is in a superposition of polarizations,

this process can be used to entangle the two photons. This and similar

processes have been demonstrated for quantum dots in photonic crystal

cavities[78] and neutral atoms coupled to bulk[13] and microcavities[79].

2.13 Conclusions

While great progress has been made recently in applying defect qubits

to many of the application described in this chapter, significant challenges

remain with regards to the difficult of fabrication and stability of individual

defects. While the focus of this thesis will be on moving on to new systems

beyond the NV center to facilitate many of the applications above, the NV

center is still the gold standard for defect qubits and a thorough under-

standing of its properties is crucial to making progress with new candidate

systems.
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Chapter 3

The Diamond Nitrogen

Vacancy Center

3.1 Introduction

Although none of the work presented in this thesis was performed

using the negatively charged nitrogen vacancy center (NV center) in di-

amond, understanding the background physics and details of this system

was crucial to identifying and studying the newly discovered defect qubits

in silicon carbide. The goal of the initial work on silicon carbide was to

discover new systems that exhibit electronic structure and behavior anal-

ogous to the NV center so it was crucial to both understand the current

state of NV center research and also the history of what experiments led

to this knowledge. Much of this behavior had been studied in other point
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defects in solids and in small molecule systems prior to the development of

a (near) complete understanding of the NV center before but the NV cen-

ter provides a relatively clean model system by which we can understand

most of the types of defect properties we consider relevant to defect qubits.

Furthermore, much of the work on silicon carbide has been and is focused

on confirming NV center-like behavior or assumes as much. Accordingly,

it is worthwhile to present some of the details of the NV center electronic

structure, behavior, and applications as background to the work in silicon

carbide.

3.2 NV center electronic structure

The basic structure of the negatively charged nitrogen vacancy center

can be understood from the perspective of considering the proper symmet-

rical combinations of the local dangling bonds. [80] We begin with the

local dangling bond orbitals from the three carbon atoms adjacent to the

vacancy which we label a − c and the orbital from the nitrogen dangling

bond which we label d. The nitrogen vacancy center has the point sym-

metry group C3v so we need to construct combinations of the orbitals that
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transform as irreducible representations of this symmetry group. They are:

u = d− λv

v =
a+ b+ c√

3 + 6S

ex =
2c− a− b√

6− 6S

ey =
a− b√
2− 2S

where S and λ are the overlap integrals of a with b and d with v, re-

spectively. The orbitals labeled u and v correspond to the A1 represen-

tations and the ex and ey orbitals correspond to the E representation.

First-principle calculations are generally required to determine the ener-

getic ordering of states in this type of analysis. In this case, calculations

indicate that the u state is the lowest energy and that it falls within the

valence band of the diamond host. The other states fall within the bandgap

and the ex and ey states are degenerate and highest in energy. See Figure

3.1 for a diagram of the energetic ordering.

The basic properties of the NV center are well described by a six elec-

tron model where three electrons are contributed from the three carbon

orbitals, two electrons are contributed from the nitrogen orbital, and one

extra electron is captured from the host lattice. The single electron or-

bitals described above can be filled according to Hund’s rules to produce
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the multi-electron states that form the basis for the NV center model.

Figure 3.1 (a) shows one such filling for the ground state, lowest energy

configurations. The properly symmetrized forms of these states can be

expressed as

| Sx〉 =
−i√

2
(| ex ey 〉+ | ēx ēy 〉)

| Sy〉 =
−1√

2
(| ex ey 〉 − | ēx ēy 〉)

| Sz〉 =
1√
2

(| ex ēy 〉+ | ēx ey 〉)

where the barred orbitals indicate a spin up electron and the unbarred

orbitals indicate spin down. We have omitted the spin configuration for

the other orbitals because they are the same for each of these three states.

In this picture, one does have to take consider the spin configuration for

the other orbitals for excited states (see Figure 3.1 (b)).

The two most important terms in the ground state Hamiltonian that

define its spin physics of the NV center are the spin-spin interaction and the

Zeeman interaction. The spin-spin interaction originates from the dipole

interaction of the un-paired electron spins and can be written as

H = S ·D · S (3.1)

where S = S1 + S2 is the total spin operator and D is a tensor. It can be
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Figure 3.1: Composite electronic configuration for the NV ground state (left) and

excited state (right).

shown that this term in the Hamiltonian reduces to

H = D(S2
z − 1) (3.2)

and the calculation of D can be reduced to the form

D ∝ 〈r
2 − 3z2

r5
〉 (3.3)

where the brackets indicate an averaging integral over the wavefunction

of the electron state. Performing this integral requires first-principle ap-

proaches but in general this quantity can be measured quite easily. For

the NV center, this term produces a difference in frequency between the

ms = 0 and ms = ±1 ground states of 2.876 GHz.
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The Zeeman term takes the typical form

HZeeman = gµBB · S (3.4)

and splits the ground statems = ±1 levels by a frequency of 2.8 MHz/gauss.

The basic ground state Hamiltonian then takes the form:

Hg = D(S2
z − 1) + gµBB · S (3.5)

which can be expressed in matrix form in terms of the Sx, Sy, Sz basis

described above as

Hg =


0 −igµBBz gµBBx

igµBBz 0 igµBBy

−gµBBx igµBBy −D

 (3.6)

If we make a change of basis to the familiar ms = 0 and ms = ±1

through the relation

H0,±1 = UHSz ,Sx,SyU
−1 (3.7)

where U is the transformation matrix

Hg =


1√
2
i 1√

2
0

0 0 1

1√
2
i − 1√

2
0

 (3.8)

and apply a magnetic field solely along the z-axis, we end up with the fa-

miliar diagonalized Hamiltonian for spin 1 system with a zero field splitting
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Figure 3.2: Energy level for the NV center ground state with an applied magnetic

field along the defect symmetry axis.

between the ms = 0 and ms = ±1 state:

Hg =


igµBBz 0 0

0 −D 0

0 0 −igµBBz

 (3.9)

where a magnetic field splits the ms = ±1 states linearly with the applied

field and the ms = 0 state stays at a fixed energy. This behavior is depicted

in Figure 3.2.

3.3 Optical Properties

The NV center optical spectrum (both absorption and emission) takes

a rather peculiar form. It consists of a single relatively sharp transition
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referred to as the zero phonon line (ZPL) accompanied by a series of broad-

ened phonon peaks red-shifted (blue-shifted) from the ZPL emission (ab-

sorption). These phonon side peaks broaden to the point of indistinguisha-

bility as one moves farther in energy from the zero phonon line. The pres-

ence of these phonon side bands indicates strong electron-phonon coupling

and has broad implications for most applications of the NV center. This

electron-phonon coupling can be described with the following Hamiltonian:

H =
ω0

2
σz + εb†b+

V

2
σz(b+ b†) (3.10)

where ω0 is the ZPL transition frequency, σz is the z Pauli matrix, ε is

the phonon energy, V is the electron-phonon coupling coefficient, b and b†

are raising and lowering operators for the phonon mode. Rewriting the

Hamiltonian using the following set of operators:

b1 = b+
V

2ε
b2 = b− V

2ε
(3.11)

yields the form:

H =
ω0

2
σz −

V 2

4ε
+ ε(σ11b

†
1b1 + σ22b

†
2b2) (3.12)

From this we see that the Hamiltonian is such that there are effectively two

separate phonon modes with the same energy spacing, one for the ground

state and one for the excited state. This results in the energy level diagram
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Figure 3.3: Configuration coordinate diagram depicting the combination of orbital

and phonon structure of the NV center levels.

depicted in Figure 3.3.

To understand the emission spectrum, we consider the system as

starting in the lowest phonon state | i 〉 of the excited state manifold.

Specifying this as the ’1’ state, we see that this is an eigenstate of the b1

operator:

b1 | i 〉 = 0 (3.13)

From the definition of b1 and b2 we see that | i 〉 is also a coherent state

b2 | i 〉 = −V
2ε
| i 〉 (3.14)
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With this information and using the notation:

z =
V

ε
(3.15)

we can write | i 〉 in terms of the ground state phonon states as:

| i 〉 = e−
z2

2

∞∑
n=0

(−z)n√
n!
| e, nb2 〉 (3.16)

We then consider an optical transition to the state:

| f 〉 =| g,mb2 〉 (3.17)

which yields:

| 〈f | ex | i 〉 |2= µ2
12

z2n

n!
e−z

2

= µ2
12

Sn

n!
e−S (3.18)

where µ12 is the optical transition dipole moment and S is known as the

’Huang-Rhys’ factor. S signifies the mean number of phonons emitted dur-

ing relaxation from the excited state to the ground state and determines

the relative rate of each transition involving the number of phonons pro-

duced in the ground state. The n = 0 transition is the zero phonon line.

Typically, the larger the phonon number involved in the transitions, the

broader the transition linewidth. This means that the zero phonon line is

the only optical transition that is Fourier transform limited, a fact that has

implications for quantum information applications. Figure 3.4 shows the
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Figure 3.4: The NV center absorption (black line) and emission (red line) spec-

trum. The dashed lines signify the first few phonon-assisted transitions. Adapted from

Wikipedia.

absorption and emission spectrum of the NV center at room temperature

and signifies the first few phonon transitions (the individual lines are more

distinct at low temperature).

Another means of quantifying the fraction of emitted light into the

ZPL that is commonly used is entitled the ’Debye-Waller’ factor. This is

typically expressed as the fraction of the total emission in the emission

band that falls in the ZPL and for the NV center is typically around 3

percent. The Debye-Waller factor ξDW is related to the Huang-Rhys factor
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S by the relation ξDW = e−S.

As was mentioned previously, the presence of the phonon sideband has

broad consequences for applications of NV-center like systems. The first

and most obvious is the broad range of emission wavelengths. This fact

can have some practical implications for the optics involved. A larger issue

is the fact that typically only about 3 percent of the emission of the defect

goes into the ZPL. This is particularly relevant for applications involving

narrowband cavities as this presents an inherent reduction in the Purcell

factor of about 30 times. Similarly, this small fraction of ZPL emission

limits the rate of production of indistinguishable photons from distinct

emitters.

However, the implications are not all bad. From the perspective of

basic defect physics, if one performs resonant excitation studies, one can

reject the ZPL wavelength range and monitor the sideband emission. This

provides a convenient method of monitoring absorption or other proper-

ties of the interaction between the excitation and system. This method

has been used extensively to study the properties of the NV center excited

state [35] and to observe optical Rabi oscillations [48].

The NV center typically exhibits a radiative optical lifetime of ap-

proximately 13 ns [81]. This quantity can be used to determine the optical
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dipole strength µ of the ZPL transitions using the formula:

| µ |2=
3πξZPLε0h̄c

3

γnω3
(3.19)

where ε0 is the permittivity of free space, c is the speed of light in a vacuum,

γ is the radiative lifetime of the NV center, ξZPL is the Debye-Waller factor,

n is the index of refraction of diamond (∼2.4), and ω is the transition

frequency. This yields a dipole strength of µ ≈ 1 Debye for the zero

phonon line (remember to divide by an additional factor of two to account

for the two orthogonal dipole transitions). This number is a fair bit lower

than the typical dipole strength exhibited by semiconductor quantum dots

(10-100 Debye) and and results from the factor ξZPL that signifies that only

a small fraction (∼3%) of the total emission emits into the most relevant

optical transition, the zero phonon line.

3.4 Basic Level Structure

Despite the individual subtleties associated with each sublevel of the

NV center electronic level structures, the basic model by which one can

understand most of the NV center behavior is depicted in Figure 3.5/

The large band gap of the diamond host lattice (∼5.5 eV) acts as a sort

of ’artificial vacuum’ in which the highly localized electronic states act as an

’artificial atom’. In this regard, the host electronic structure can essentially
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Figure 3.5: Effective level structure for the NV center at room temperature.

be ignored (although it does play a role in models of charge dynamics that

explain the charge instabilities experienced by the NV center, particularly

during resonant excitation). The ground state triplet level is labeled by its

symmetry designation 3A2 and is connected via the NV center’s dominant

optical transitions to the excited state triplet which is labeled by its 3E

symmetry. These optical transitions are depicted as blue shifted or red

shifted from the direct transitions between the triplet states via the phonon

assisted processes discussed earlier. Also present is a series of excited state
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singlet levels labeled 1A1 and 1E that make up the defect’s ’intersystem

crossing’. These states are still under investigation as to their ordering and

positioning with respect to the other defect levels but they are the basis for

most of the NV center’s optical spin polarization cycle, as will be discussed

in a later section. The important point to be made regarding these states is

that there is a small amount of spin orbit coupling in the system that mixes

a small degree of singlet character with the triplet states and vice-versa.

This has the net effect of allowing transitions to occur that cause relaxation

from the triplet excited state to the single intersystem crossing followed by

further relaxation to the ground state. The preferential relaxation to the

intersystem crossing from the ms = ±1 states over the ms = 0 states is the

basis for the off resonant spin initialization and readout mechanism in the

NV center.

3.5 NV Center Fine Structure and Other

Interactions

The NV center’s Hamiltonian becomes quite complex when one ac-

counts for interactions with other local fields and the solid state environ-

ment. The vast majority of these details are beyond the scope of this

thesis but are worth mentioning in order to become familiar with the other
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degrees of freedom that can both complicate and benefit NV center mea-

surements and applications. For a detailed review, see [82].

• Nuclear Interactions: The NV center ground state and excited state

both experience interactions with any non-zero spin nuclei in the

vicinity of the electron wave function. This included both the 0.4%

spin = 1
2

15N abundance nitrogen nucleus that is part of the NV

center complex and spin = 1
2

13C atoms that have a natural 1.1 %

abundance within the diamond lattice[83]. The nuclear interactions

can help identify extrinsically incorporated NV centers [84] or act as a

long lived memory qubit[85] but have the negative side effect of occa-

sionally complicating measurements that only address the electronic

degrees of freedom.

• Electric Fields: Electric fields can act as on- or off-diagonal terms in

the ground [86] and excited state Hamiltonian of the NV center [87].

While the effect is generally weak in the ground state, local electric

field (especially non-static ones) can significantly effect the stability

of the the excited state [34]. The electric field sensitivity of the NV

center can also allow for electric field sensing [88].

• Strain: Strain effects are significant for NV centers in that they can

produce deviations from perfect axial symmetry, producing off-axis
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strain splittings in the ground state [89], or they can affect the spin-

splittings of the NV center excited states [82]. However, strain is

often a useful tool for studying NV center optical transitions [90] or

for coupling spin states to mechanical resonators [52].

• Temperature: One of the NV center’s primary advantages over other

quantum systems is its long coherence times even at room temper-

ature. Temperature does play a significant role for many quantum

optical applications in that the defect’s ZPL transitions become in-

homogeneously broadened above 20K, requiring low temperature for

most coherent light-matter interactions. Additionally, the ground

state zero field splitting is temperature dependent [91], leading some

practical issues in sensing applications. However, this temperature

dependence can also be used to locally sense temperature with high

accuracy and nanoscale resolution. [92]

3.6 Excited State Structure

One important aspect of the NV center electronic structure that has

up until this point been ignored is the excited state level structure. The

NV center’s excited state actually consists of two orbital states that each

form a spin triplet. These two states have orthogonal polarizations that
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form dipoles oriented perpendicular to the Nitrogen-Vacancy axis.[93] Ac-

cordingly, one must in general account for the aspects of this geometric

projection when measuring or considering NV centers oriented along the

< 111 > axis in < 100 > oriented material. For < 111 > oriented mate-

rial, these dipole are in the sample plane. This fact is particularly relevant

for the possibility of coupling single NV centers photoluminescence to the

optical modes of photonic structures which typically have in-plane fields.

Figure 3.6 shows the excited state level structure at a finite magnetic field

and finite strain, resulting in a splitting of the degeneracy of the spin and

orbital states.

While aspects of this fine structure were observed in various experi-

ments in bulk diamond (typically spectral hole burning experiments [94]),

the emission and absorption lines were only recently observed directly for

single NV centers. This is due to the fact that it was only recently that

high quality single crystal diamond was made to be widely available with

optical transitions nearing the transform limited values of 13 MHz. Previ-

ously, linewidths of many tens of GHz were observed even for single defects

in bulk crystals.[95] Additionally, even in narrow linewidth sample, many

of these transitions could not be observed without coincident microwave

excitation.

80



Figure 3.6: Fine Structure of the NV center excited state. Provided courtesy of Bob

Buckley.

The properties of these transitions hold a significant degree of rel-

evance for quantum information applications. First, for coupling optical

transitions to optical modes, one typically wants to work in the limit where

the emitter linewidth is significantly smaller than the cavity linewidth. Sec-

ond, only one of these transitions, the ms = 0 optical transition for the

Ex doublet branch, acts as a good cycling transition. All the other tran-

sitions either exhibit significant non spin-conserving transitions to other

ground state spin levels or couple to the intersystem crossing, resulting in
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optical pumping out of the resonantly excited state. For this reason, most

of these transitions are not observable except while undergoing microwave

excitation. The fact that there exists at least a single good cycling tran-

sition provides two important functionalities. First, since the transition

has a small but still finite chance to transition the ms = ±1 states, one

can continuously drive this transition to achieve perfect spin polarization

in the other states. Once the spin flips to the other states, it decouples

from the light field and stays polarized for a time equal to T1. Second,

this decoupling from the light field allows for single shot read out of the

defect spin state. With proper consideration of statistics, one is able to

distinguish between the brightness of the defect in a time shorter than the

time it takes to re-polarize under optical pumping.[96] This idea is partic-

ularly relevant for non-NV center defects because even if they exhibit poor

contrasts due to their respective intersystem crossings, resonant excitation

can always achieve unity polarization if good cycling transitions can be

isolated.

3.7 Optical Dynamics

As was previously mentioned, the NV center’s optical dynamics under

off-resonant excitation are one of the primary reasons that it is useful as a
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controllable quantum system. Understanding this process is essential for

understanding how the NV center works and we shall later use this basic

model to understand SiC defect dynamics. In short, a small degree of

mixing between the triplet levels and the singlet intersystem crossing allows

for transitions between the two sets of levels that are otherwise forbidden

by selection rules. The asymmetry in this process between ms = ±1 and

ms = 0 spin states is what generates the schemes by which NV center can

achieve ground state spin polarization through exposure to light and also

provides the readout mechanism by which the brightness of the emitter

correlates with its spin polarization. Following the model put forth by [44]

and further refined by [96], one can model the NV center dynamics using

level structure shown in Figure 3.7.

where we have grouped the ms = ±1 states together as a single set of levels

due to their equivalence with zero applied magnetic field and the singlet

levels have been distilled down to a single intersystem crossing level. In this

picture, we model the NV center dynamics through a single rate equation

model with the rates depicted in 3.1. For simplicity, I have labeled each

transition as k∗ij. These transitions actually consist of two rates kij and kji.
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Figure 3.7: Diagram depicting the rates governing the NV center optical polarization

and readout cycle.

The governing rate equations are given by:

dni
dt

=
∑
j

kijnj − kjini (3.20)

Since the majority of transitions result from spontaneous emission, the only

transitions that involve a positive change in energy of the system are those

driven by the excitation laser, k13 and k24. Following [44], these rates are

parametrized by k13 = k24 = k ∗ k42 = k ∗ k42. Also included in the model

(although not pictured) are the non spin-conserving transitions like k32
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Figure 3.8: Photoluminescence dynamics for a NV center initially in a thermal popu-

lation that is polarized by an optical pulse and then produces a different optical signal

dependent on whether or not a Pi pulse is applied between optical pulses.

and k41 with their corresponding ’excited’ counterparts, which account for

the non-unity steady state polarization in the ground state after prolonged

optical cycling. This set of linear, first order differential equations can

be easily solved numerically in MATLAB or Mathematica. Figure 3.8

shows the resulting photoluminescence dynamics which agree well with

observations [44] [96] [97].

The system is initially prepared in an equal (thermal population)

fraction of all three spin states. The system is first excited for a period

of time to initialize it and the luminescence reaches a steady state after a

few microseconds. Then, the excitation is turned off. The luminescence in

the visible transitions ceases immediately although relaxation still occurs
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Figure 3.9: Ground state polarization dynamics resulting from a polarizing optical

pulse.

from the intersystem crossing states to the ground state. Prior to a second

excitation pulse, the system is either left in the ms = 0 state or a π

pulse is applied to transfer population to the ms = ±1 states. When the

second excitation pulse turns on, if the system was left in ms = 0 state,

it exhibits a brighter PL signal than if the system was transferred to the

ms = ±1 states. The difference in signal is also shown. Figure 3.9 shows

the associated populations in the ground state spin sublevels during the

initial excitation pulse and the following period of no excitation. During

the dark period, a fraction of the system in the intersystem crossing levels

decays to the ground state.

Table 3.1 summarizes the rates used to model the behavior shown
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above, as determined by [44].

More recent work [96] has refined these measured values but the

Table 3.1: NV Center Dynamics Model

Transition Rate(µs−1)

k31 = k42 77

k41 = k32 1.5

k45 30

k35 0

k51 3.3

underlying behavior retains the same general features.

3.8 Coherent Manipulation and Coherence

Times

The NV center ground state is a triplet state but one usually selects

only two of the states ( ms = 0 and ms = +1 or ms = −1) for use as two-

level quantum system. As mentioned previously, one usually engages in

coherent manipulation of these states through the use of magnetic dipole

transitions. To understand the basic of this process, we begin with the

Master equation for the density matrix of a two level system given by:

d

dt
ρ =

1

ih̄
[H, ρ] + Λρ (3.21)
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where

Λρ = −Γ

2
(σ+σ−ρ− 2σ−ρσ+ + ρσ+σ−) (3.22)

where Γ is a decay constant and σ± are the Pauli raising and lowering

operators.

This set of equations can be derived for a few different considera-

tions and/or approximations (see your favorite quantum optics textbook).

The important point of this starting point as opposed to even more semi-

classical pictures is to gain insight into the decay dynamics governed by

Γ. When driven by a harmonic perturbation parametrized by a ’Rabi fre-

quency’ Ω , one can show that the equations of motion for the density

matrix components are given by:

d

dt
ρaa =− Γρaa +

iΩ

2
(e−iωtρba − eiωtρab)

d

dt
ρbb = Γρaa −

iΩ

2
(e−iωtρba − eiωtρab)

d

dt
ρab =− (iωab +

Γ

2
)ρab +

iΩ

2
e−iωt(ρbb − ρaa)

where ’a’ signifies the upper state of the two-level system , ωab is the angular

transition frequency corresponding to the energy splitting of the two level

system, and ω is the frequency of the harmonic perturbation.
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If we ignore the perturbation (turn off the manipulation field) we have:

d

dt
ρaa =− Γρaa

d

dt
ρbb = Γρaa

d

dt
ρab =− (iωab +

Γ

2
)ρab

which can be solved to yield

ρaa(t) =ρaa(0)e−Γt ⇒ ρaa(0)e
− t

T1

ρbb(t) =1− ρaa(0)e−Γt ⇒ 1− ρaa(0)e
− t

T1

ρab(t) =ρab(0)e−(iωab+ Γ
2

)t ⇒ ρab(0)e
−(iωab+ 1

T2
)t ⇒ ρab(0)e

−(iωab+ 1
T∗

2
)t

Here we see that off-diagonal elements of the density matrix (’coherences’)

relax with a decay constant 2/Γ and the population (diagonal) terms relax

with a decay constant Γ. In practice, this exact relationship does not

generally hold and we assign the decay time T1 to the population decay

(energy loss) and T2 to the decay time for loss of coherence. This sets

the oft-cited but rarely explained relationship 2T1 ≥ T2. In most real

situations, T1 � T2. Furthermore, dephasing, i.e. inhomogeneity that

looks like coherence decay, often plays an additional role in the dynamics

of a two level system and we use another phenomenological decay constant

T ∗2 to describe this value. Accordingly, T2 ≥ T ∗2 . The arrows above indicate

the assignment of these values.

89



We generally measure these parameters through the use of coherent

control experiments that involve time dependent manipulation of the two-

level system followed by a projection of the spin state. This is achieved

through the use of driven Rabi oscillations whose form can be obtained

from the above equations if decay is neglected:

| ca(t) |2= sin2
(ΩRt

2

)
This approximation of neglected decay usually holds for typical periods of

driven Rabi oscillations and coherence times in NV center-like systems. To

obtain the value of T ∗2 , we usually perform a Ramsey experiment. This

involves initializing the spin state into one pole of the Bloch sphere, then

applying a π/2 pulse to put it on the equator. This is done with a frequency

that is slightly detuned from the resonance. As a result, in the rotating

frame, the spin lies on the equator but is precessing at a frequency equal to

the difference between the applied frequency and the transition frequency.

After a fixed time, the state is rotated back to the original orientation on

the Bloch sphere and the projection is read out. This signal decays with

a time constant of T ∗2 and oscillates due to the small frequency difference.

While this measurement can in principle be done at zero detuning, any

inaccuracy in determining the transition frequency or small frequency shifts

during the measurement will result in long period oscillations that would
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prevent accurate determination of the exponential decay.

T2 is typically measured using a Hahn echo sequence that is similar to

the Ramsey sequence but applies a ’refocusing’ π pulse halfway through the

experiment and is performed using pulses with zero frequency detuning. T1

is typically measured by polarizing the spin and then simply monitoring

this polarization vs. time by projecting the state onto the polarized state.

Eventually the system reaches thermal equilibrium with a time constant

equal to T1. Additional schemes exist that can extend the coherence of

the two level system ( i.e. Dynamical Decoupling) for enhancing various

quantum applications. In general, the T2 time is connected to the method

used to measured it and the values listed below are Hahn echo T2 times.

Here is a representative sampling of various spin dynamics parameters

for the NV center:

• T1, ensemble, room temp : 7.7 ms [98]

• T1, ensemble, 40K: 3.8 s [98]

• T2, typical sample, single center, room temp: 600 µs [99]

• T2, isotopically purified sample, single center, room temp: 1.8 ms

[100]

• T ∗2 typical sample, single center, toom temp: 1.7 µs [101]
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3.9 Sensing

One of the most promising applications of defects is for high-sensitivity,

nanoscale sensing, even up to room temperature. Research in this area be-

gan with considerations for magnetic field sensing[102] but soon similar

protocols were discovered for sensing electric fields, temperature, strain,

and orientation[4]. While other systems exist with better demonstrated

sensitivities, few exist that exhibit the same combination of sensitivity,

spatial resolution, and room temperature operation. In this section, I will

discuss the basics of sensing magnetic fields with NV center-like systems.

Similar ideas have been applied to sensing the other quantities mentioned

above. All sensitivity numbers quoted here should be considered to be

among the best values reported but exact values vary significantly for dif-

ferent operating conditions. A poor sensitivity in a configuration that is

easily implemented for actual sensing (i.e. a scanning probe) may, in many

instances, be preferable to a high sensitivity in a ’clean’ environment (i.e.

deep within a bulk diamond) that is incapable of actually being utilized

for real applications.

The first and most easily understood form of NV center sensing is for

sensing DC magnetic fields. It relies on the simple fact that the NV center

ground state ODMR lines are split linearly in an applied magnetic field.
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Accordingly, to determine the smallest possible measurable frequency shift

we consider a ODMR intensity line of the form:

I(νm) = R
[
1− αF (

νm − ν0

∆ν
)
]

(3.23)

where I is the signal intensity, νm is the frequency at which we are measur-

ing, ν0 is the center frequency of the resonance line, ∆ν is the linewidth,

R is the rate of detected photons per second, α is the contrast of the

line(difference in count rate for the ’dark’ state), and F is a function de-

scribing the lineshape (typically Gaussian or Lorentzian).

All expressions given here are based on the premise of extracting the

minimum possible frequency shift, and therefore the minimum possible

field shift by comparing the fluctuations in the count rate (typically con-

sidered to be photon shot noise limited) to the slope of the count rate vs.

frequency:

γδBmin = δνm,min =
δβ

max | ∂β
∂νm
|

(3.24)

where Bmin is the smallest measurable field change, γ is equal to gµB,

δνm,min is the minimum measurable frequency shift, and β is the number

of photons collected per measurement time β = Itm. One can show that

for this scenario, the sensitivity can be expressed as:
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ηesr = δBmin

√
tm = Pf

h

gµB

∆ν

α
√
β

(3.25)

This method of magnetic field sensing is by far the simplest to implement.

The best sensitivities achieved using this method are ηdc ≈ 2µT/
√
Hz.

[103]

An alternate approach to DC magnetic field sensing is to use a scheme

based on Ramsey interferometry. This technique is essentially the same as

performing a Ramsey fringe experiment but instead one applies a fixed,

known detuning which is then altered by the measured field. Thus a dif-

ferent amount of phase is acquired during a given pulse sequence and this

phase can be related to the measured magnetic field. Similar considerations

to above yield the expression:

ηesr = δBmin

√
tm =

h̄

gµB

1

α
√
βT ∗2

(3.26)

This method improves over CW methods and achieves ηdc ≈ 300nT/
√
Hz.

[103]

Similar considerations can be applied to a Hahn echo sequence, al-

though in that case the phase of the measured signal must flip with the

same frequency as defined by the π pulse within the Hahn echo sequence.

As a result, this technique is applicable to measuring AC fields. In the

Ramsey case, the optimal measurement time was set by T ∗2 . For the case
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of the Hahn echo sequence, the optimal measurement time is T2, allow-

ing for a greater reduction in base sensitivity. The expression for the AC

magnetic field sensitivity of this technique is:

ηesr = δBmin

√
tm =

πh̄

2gµB

1

α
√
βT2

(3.27)

This method achieves the lowest sensitivities reported of ηac ≈ 30nT/
√
Hz.[104]
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Chapter 4

NV center analogues in SiC

Some figures and sections of this chapter are adapted with permission from

the publications: ”Room temperature coherent control of defect spin qubits

in silicon carbide,” W. F. Koehl, B. B. Buckley, F. J. Heremans, G. Calu-

sine, and D. D. Awschalom, Nature 479, 84-87 (2011) and ”Polytype con-

trol of spin qubits in silicon carbide,” A. L. Falk, B. B. Buckley, G. Calusine,

W. F. Koehl, V. V. Dobrovitski, A. Politi, C. A. Zorman, P. X.-L. Feng,

and D. D. Awschalom, Nat Commun 4, 1819 (2013).

4.1 Defect State Criteria

As mentioned previously, we began studying defects in SiC in order

to identify defects like the NV center in materials that provide additional

functional and engineering capabilities to more rapidly advance the use
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of defect qubits for applications in quantum information and sensing. In

order to search for NV center analogues, one must first identify the salient

features of the NV center that provide it with the extraordinary spin and

optical properties that it exhibits. These features are summarized in [105]

in the context of how one would search for new NV center-like systems and

consist of the following:

• Suitable Qubit States: The defect complex must in some way have

a set of long-lived states that can form a psuedo-spin 1/2 system

that can be controlled via single qubit gates. For the NV center,

this consists of spin-sublevels of a triplet ground state but other level

structures are suitable, such as the ubiquitous meta-stable triplet

states [63]. Another possibility explored in that reference is the use of

the electronic state as an interface between optical degrees of freedom

and a nuclear spin that provides the qubit states.

• Optical Polarization Cycle: Rather than relying on relaxation at low

temperatures for qubit initialization, it is generally fruitful to have

an optical polarization cycle that results in polarization of the qubit

state. For the NV center, these processes can be either off resonant

[44], as discussed earlier, or resonant [36] with the ZPL. In the reso-

nant case, the scheme is applicable to a broad class of systems with

97



a set of Λ states.

• Optical Readout Mechanism: This process is essentially the compli-

ment of the previous case, although other readout mechanisms exist

such as Faraday rotation [37], direct spin-dependent absorption, or

the Raman heterodyne process [46], among others.

• Distinct Optical Transitions: In this case, distinct is meant to signify

that the optical transitions are within the host band gap and avoid

coupling to band states. Otherwise, there exists a large chance of

charge instabilities involving electron exchange between the defect

and host states.

• Thermally Isolated States: In general, if too many distinct states

(whether spin or orbital) are clustered together in such a manner that

thermal excitation can cause transitions, there exists a strong chance

that polarization or coherence between states will be degraded.

4.2 Defect Host Criteria

Further constraints exist on the host material for new defect qubit

candidates. These criteria primarily function to allow the crystalline host

to act as a good ’vacuum’ for the atom-like defect states with the added

functionality provided by solid state engineerability. Again, these proper-
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ties are summarized in [105] and consist of the following:

• Wide Band Gap: This criterion assures that energy level splitting

between the host valence and conduction bands is such that it affords

enough of a gap so that optical transitions can exist that do not

overlap with band to band or bound state to band state transitions.

• Small Spin-Orbit Coupling: Spin-orbit coupling generally tends to

limit spin coherence times by coupling local phonon excitations to

spin fluctuations. This criteria holds for group IV materials like dia-

mond, silicon, and silicon carbide.

• High Quality Crystals: In general, low quality materials that exhibit

high densities of paramagnetic and structural defects do not provide

a good host for isolated spin systems. Paramagnetic defects provide

a background bath of spins that can interact with the defect qubit

levels through dipolar coupling, leading to increased rates of decoher-

ence. Additionally, the presence of such states can affect the defect

qubit optical interface by providing a source of background PL (and

therefore, extra photon shot noise) and by inducing local charge fluc-

tuations that can affect the optical stability of the defect qubit both

in terms of overall charge stability and spectral line energies. Struc-

tural defects cause similar problems resulting from dangling bond

99



states. This criteria also applies to non-bulk materials; the availabil-

ity of a given host material as a high quality heteroepitaxial layer

greatly facilitates the incorporation of defect qubits into devices.

• Isotopic Engineering: Background nuclear spin baths can also provide

a source of local spin fluctuations affecting the defect spin coherence.

In III-V quantum dots, this generally provides a very significant limit

to the spin coherences times which are typically limited to 1-10 ns due

to interactions with ∼105 local nuclear spins. Point defects generally

interact with fewer local nuclei but nevertheless, the reduction in

background nuclear spins has great benefits for extending coherence

time. [100]

4.3 Previous Work

As with early work on the diamond NV center, previous results from

photo-enhanced electron spin resonance studies gave indications that these

defects form spin 1 ground states that can be optically polarized. Similar

to the controversy over the diamond NV center, researchers initially could

not detect the EPR signature of these spin 1 defects without optical illu-

mination, suggesting that the defects exhibit a metastable triplet state, as

was the case with many small molecules. However, studies with increased
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defect densities eventually determined that the spin 1 sublevels were in

fact the defect ground state [106]. Some previous ODMR studies in 6H

and 3C SiC also suggested the possibility that defects in SiC may exhibit

properties similar to the NV center. [107] [108] [109]

For 4H SiC, photo-induced EPR measurements, annealing experi-

ments, and comparisons to theoretical calculations determined that the

four UD-2 luminescence lines (PL1-PL4) originate from four distinct forms

of the neutral divacancy, which is an uncharged defect complex consisting of

a carbon vacancy adjacent to a silicon vacancy [110] [33] [111], [VSi−VC ]0.

Two forms of the divacancy, which are often given the labels (hh) and

(kk), are oriented along the c axis of the crystal. The other two, (hk) and

(kh), are oriented along the basal bond directions (See Figure 4.1). These

four defects give rise to the P6b/P6’b (c-axis) and P7b/P7’b (basal) spin-

resonance signals that are often observed in electron spin resonance studies

of 4H-SiC, and that have been shown to correspond to spin 1 ground states

that can be spin-polarized with incident light [106] [112] [111].

Additionally, previous theoretical work had suggested that the diva-

cancy in SiC may exhibit properties similar to the NV center [105] [113].

These studies suggested that the divacancy in SiC should share with the

NV center some of the most relevant properties pertaining to use as a defect
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Figure 4.1: Different possible orientations for divacancy point defects in 4H SiC.

qubit: a spin 1 state with C3v symmetry, triplet-triplet optical transitions,

and a localized wavefunction. These and future DFT studies on the diva-

cancy in SiC successfully calculated many of the defects other properties

like the energy of the ZPL and zero field splitting in the ground state.

4.4 Experimental Setup

Samples were measured in a liquid helium flow cryostat with optical

and microwave access, as depicted in Figure 4.2. The sample temperatures

could be varied between 20 and 300 K. 853 nm diode laser light was used

for sample excitation, and was pulsed using an acousto-optic modulator

(AOM) for time-dependent measurements. A 14mm focal length lens or

a 60X microscope objective focused the light on the sample surface with
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spot diameters of approximately 15 or 1 µm, respectively. The 14 mm

focal length lens allows for collection from a greater number of emitters

for larger signals at the cost of greater inhomogeneity in applied field. The

laser power was 20 mW at the sample surface. Two infrared detectors

were used to measure photoluminescence: a liquid-nitrogen-cooled InGaAs

CCD camera with a .5 m focal length spectrometer (for taking spectra) or

a femtowatt photoreceiver with an analogue voltage output (for optically

detected magnetic resonance measurements). Analogue voltages were mea-

sured and processed digitally using a data acquisition system (DAQ). Both

detectors had an 800-1,700nm operating range. Microwaves were supplied

to the cryostat by a signal generator and were modulated using a digital

delay generator and a selection of microwave switches and mixers. A per-

manent magnet was used to apply a magnetic field along the c axis of the

material. Samples were diced from a 365-mm-thick wafer of HPSI 4H-SiC

purchased from CREE, and had dimensions of roughly 2mm x 3 mm. Ring-

shaped microwave sources 34 µm and 1mm in diameter were patterned on

the surfaces of two samples using standard photolithographic techniques.

In both cases, a 10/90 nm Ti/Pt metallization was used. A third sample

was mounted on top of a 1.8 mm wide by 9mm long microwave stripline

made from RT/duroid 6002 plated with 1.8 µm of Au. All microwave de-
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Figure 4.2: Experimental setup used for initial measurements on divacancy defects in

4H SiC.

vices were connected via wire bonds to the microwave line in the cryostat.

4.5 4H Divacancy Photoluminescence

The first evidence of divacancies in 4H SiC that we observed consisted

of NV center like luminescence bands in the infrared. To observe this, we

studied samples diced from a 2-inch wafer of high-purity semi-insulating

(HPSI) 4H-SiC. The samples were optically excited with below-bandgap

light from an 853nm (1.45 eV) diode laser. Photoluminescence spectra

taken at sample temperatures ranging from 20 to 300K are shown in Fig-
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ure 4.3. At 20 K, several sharp lines with energies ranging from 1.09 to 1.20

eV are apparent, along with a series of broader features found from 0.9 to

1.20 eV. At low temperatures, luminescence from a single species of opti-

cally active defect commonly consists of a sharp ZPL and a broad sideband

composed of lower energy phonon replicas of the ZPL. Several overlapping

spectra are observed in Figure 4.3 due to the presence of multiple different

defect orientations and species. An expanded view of the 20K photolumi-

nescence from 1.09 to 1.20 eV can be seen in Figure 4.4, where six sharp

lines have been given the labels PL1-PL6. Four of these, PL1-PL4, form

a group of lines known in previous literature by the singular label, UD-2

[114]. The other two, PL5 and PL6, are close to one another in energy and

share several features. This suggests that PL5 and PL6 are related, but

their origins are currently under investigation. At higher temperatures, all

six lines simultaneously broaden and decrease in height, so that they are

almost completely indistinguishable from the phonon sidebands by 200 K.

However, luminescence from a subset of these defects’ phonon sidebands is

still clearly visible up to 300 K.

One of the primary methods of identifying a given defect’s orientation

consists of studying its spin resonance behavior as a function of orientation

of known crystal axes with respect to a magnetic field. In this case, defect
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Figure 4.3: Wide range PL spectrum of high purity, semi-insulating 4H SiC under 850

nm illumination.

Figure 4.4: Narrow range PL spectrum showing the various ZPL’s for divacancies and

unknown defects in 4H SiC.
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axes can be directly determined by applying a static magnetic field to the

sample. In each panel of Figure 4.5, we plot total luminescence originating

from one ZPL as a function of applied magnetic field at 20 K. No microwave

radiation was applied. The five traces in each panel correspond to differ-

ent magnetic field angles (θ), where the angle was measured relative to the

defect axis of PL6 and was in the plane defined by this defect axis and < 1

1 0 0>. (Defect axes for PL1, PL2, and PL6 were all found to be collinear

within the precision of the experimental apparatus, and were oriented along

the c axis of the material.) As seen in Figure 4.5 (a) when θ = 0o, a sharp

decrease in PL1 luminescence occurs at a magnetic field corresponding to

hD/(2µB), where h is Planck’s constant, B is the Bohr magneton, and D

is the axially symmetric spin-splitting measured in through ODMR. This

phenomenon is also observed in Figure 4.5 (b) and 4.5 (d), although in

Figure 4.5 (b) it appears as an increase in luminescence. As θ is increased,

these sharp features broaden, and an additional broad feature of undeter-

mined origin appears at a lower magnetic field that then opens up with

increased angle as well. Similar behavior is seen in the diamond NV center

when the defects spin sublevels are tuned to a level anti-crossing (LAC)

by an external magnetic field aligned roughly along the defect axis.[115]

In such case, dips in luminescence are observed due to a combination of
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spin mixing, spin precession, and optical spin polarization. The results

in Figure 4.5 are therefore consistent with a model in which the neutral

divacancy possesses a spin-1 ground state that can be optically polarized

through an intersystem crossing, like the diamond NV center. [106]

Figure 4.5 (c) shows the results of the same ML experiment performed

on PL4. No sharp features are seen at 0o, but rather there is a monotonic

decay that occurs most rapidly at low magnetic fields (30-150 G). This

lineshape does not change dramatically as a function of θ, and is similar to

the decay seen in diamond N-V luminescence when θ is large [115]. Similar

results were observed for PL3 and PL5. This indicates that PL3, PL4, and

PL5 all originate from basal defects with defect axes at large angles to the

c-axis, as is also implied by the ODMR data in Figure 4.7. Ultimately,

these results indicate that the previously observed divacancy defects stud-

ied in the literature correspond to the behavior observed here as indicated

by their luminescence spectra and orientations.

With systems involving singlet-triplet transitions it is important to

have some idea of the relative ordering of the states in order to determine

the system ground state. Inconsistent determinations of this ordering led

to previous controversies as to whether the NV center was a triplet ground

state or triplet intersystem crossing (’phosphorescent triplet state’). In
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Figure 4.5: Level anti-crossing data for 4 divacancy species in 4H SiC

order to rule out the possibility of system being a phosphorescent triplet

state, we performed optical lifetime measurements using a superconducting

nanowire detector. Phosphorescent states generally have long lifetimes in

the microsecond to millisecond range, whereas the NV center has a lifetime

∼12 ns. Figure 4.6 shows the fluorescence decay curves for PL1-PL6. The

optical lifetimes for PL1-PL6 are measured to be 15 ns, 15 ns, 12 ns, 14

ns, 13 ns, 14 ns respectively, with uncertainties of 3 ns coming from the

fits. The data are horizontally offset for clarity.
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Figure 4.6: Photoluminescence decays curves for PL1-PL6 when excited with a pulsed

Ti:Sapphire laser and measured with superconducting nanowire detector.

4.6 ODMR in 4H SiC

ODMR data taken from an ensemble of defect spins at 20K are shown

in Figure 4.7. The direction of the microwave driving field varied across the

spin ensemble, so that spins oriented in any direction could be driven in the

same field geometry. An ODMR scan in which the microwave frequency

was varied between 0-2 GHz can be seen in Figure 4.8. In this case, all PL

in the 900-1700 nm range was collected for the measurement. If we spec-

trally filter the luminescence collected during the ODMR measurement, we

can determine which spin resonances are associated with each one of the

six ZPL features labeled in Figure 4.4. Spin resonances are observed when

isolating all six lines. In Figure 4.7 we see a sharp decrease in PL1 lumi-
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nescence resulting from microwave-induced transitions between sublevels of

the (hh) c-axis divacancy ground state spin. The central frequency of this

resonance corresponds to the axially symmetric spin splitting (D) of this

defect spin state. There is a similarly shaped increase in PL2 luminescence

centered at a frequency corresponding to D for the other form of the c-axis

divacancy, (kk). The two center frequencies agree with published values

for the axially symmetric spin splitting (D) of P6b and P6’b, which have

been identified as the ESR signatures of the (hh) and (kk) forms of the

divacancy respectively. Additionally, the locations of the satellite features

are consistent with previous observations of P6b/P6’b hyperfine resonances

induced by neighboring 29Si nuclei. [112] [111]

A pair of resonances is observed Figure 4.7, which show ∆PL/PL for

PL3 and PL4, respectively. Each figure corresponds to one of the two

basal forms of the divacancy. Owing to the hexagonal crystal structure

of 4H-SiC, these basal defects possess a lower symmetry than their c-axis

counterparts and have their vacancy-vacancy axis mis-aligned with the c-

axis. Their ground state spins therefore exhibit a transverse anisotropy

spin splitting (E) in addition to D. This results in two zero-field reso-

nances at frequencies defined by (D ± E). The two PL4 resonances are

located at 1.3156 and 1.3528 GHz, while the PL3 resonances are at 1.140
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and 1.304 GHz, all at 20 K. This puts the midpoints between each pair of

resonances at 1.3342 and 1.222 GHz, which are close to published values of

D for P7b and P7’b respectively. We measure E, which corresponds to half

the distance between a pair of resonances, to be 18.6 and 82 MHz for PL4

and PL3 respectively. This is substantially different from recently reported

values of 270 and 30 MHz [112] [111]. The reason for this discrepancy is

unclear, but observed values of E for the basal divacancies vary throughout

the literature, in some cases changing drastically due to sample misalign-

ment during measurement. [33]

PL5 and PL6 also give rise to ODMR signals in this frequency range.

The PL6 resonances in Figure 4.7 have a similar shape to those of the

c-axis divacancies (PL1 and PL2), suggesting perhaps that all three orig-

inate from a similar defect structure and orientation, and are centered at

1.3650 GHz at 20 K. For PL5, two separate resonances are found at 1.3559

and 1.3689 GHz (Figure 4.7), and so resemble the basal divacancy orien-

tations (PL3 and PL4) which have both D and E terms. Some of the spin

resonances seen in Figure 4.7 manifest as decreases in luminescence, while

others appear as increases. This suggests that the spin selection rules that

lead to optical spin polarization vary by defect type [116]. However, in all

cases, both unknown defect species represented by PL5 and PL6 have spin

112



Figure 4.7: ODMR signature of the 6 observed divacancy related defect species in 4H

SiC.

resonances which decrease the defect luminescence.

In figure 4.9, we track the ODMR resonance frequencies of all three

c-axis defects as a function of magnetic field applied along the c axis of the

crystal. Each of the zero-field ODMR features observed in figure 4.9 results

from two degenerate spin transitions. At non-zero fields these degenerate

transitions split apart by an energy expected from a spin 1 Zeeman model.

All three resonances exhibit a linear magnetic field dependence with a slope

of magnitude ∼2µB/h. Figure 4.9 is therefore consistent with previous data

linking PL1 and PL2 to the neutral c-axis divacancy, a defect which has a

spin 1 ground state with a g-factor of 2.003 [112] [111]. Because this data

is optically detected, it cannot be used to conclusively determine the spin
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Figure 4.8: ODMR spectrum from 4H SiC through the whole range of 0-2 GHz.

state of the resonance associated with PL6. That is to say that a slope of

magnitude 2µB/h is consistent with any ∆mS = ±1 resonance for which

the g-factor is ∼2. Therefore, while we may tentatively identify the PL6

resonance as a spin 1 system due to the many similarities it shares with

the PL1 and PL2 resonances, we can only say conclusively that it is a spin

system with S>1/2.

The observed ODMR resonances do not respond uniformly to ele-

vated temperatures. In Figure 4.10, we see the temperature dependence

of the zero-field ODMR features shown in Figure 4.7. We see that the

PL3/PL4 (basal divacancy) resonances are no longer observed at 100 K,
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Figure 4.9: Positions of ODMR resonance frequencies for c-axis defects with a mag-

netic field applied along the defect symmetry axis.

while the PL1 and PL2 (c-axis divacancy) resonances begin to decrease

in magnitude at 250 K and 200 K respectively. The PL5 and PL6 reso-

nances persist to room temperature, and decrease in magnitude by only

about 30% between 20-300 K. These resonances correspond to the basal

and c-axis unidentified defects, respectively.

4.7 4H SiC Spin Dynamics

In order to characterize the spin dynamics of the various divacancy-

related defects in 4H SiC, we switch from continuous wave measurements
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Figure 4.10: Temperature dependence of the divacancy-related ODMR features in 4H

SiC.

to pulsed measurements. Pulsed measurements are primarily undertaken

through modulation of the applied microwave signal through the use of

high bandwidth microwave switches. These switches are controlled by the

output of a digital delay generator or an arbitrary waveform generator.

Figure 4.11 shows the pulse pattern we use for various spin dynamics mea-

surements.

These measurements were performed using a high sensitivity fem-

towatt photo receiver with a fairly high sensitivity and low noise equivalent

power (7.5 x 10−15 W/Hz1/2). However, this received had a very low band-
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Figure 4.11: Pulse sequences used for coherent manipulation of 4H point defect spin

sublevels.

width of about 25 Hz. Accordingly, some spin-dependent aspect of these

patterns was modulated and lock-in techniques were used to extract the

signal from patterns repeated many times within the modulation period.

For ODMR, Rabi, and Ramsey measurements, the microwave signal am-

plitude was modulated on and off to lock in to the spin dependent signal.

For Hahn and CPMG pulse sequences, the phase of the final pulse was

modulated using a microwave mixer to perform a lock-in measurement

that dependent on the direction of the final spin rotation (what pole of

the Bloch sphere the state was rotated to). Each laser pulse both read

out the brightness of the defects (and therefore provides a measure of the
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spin projection) and then re-polarized the spin state for the next sequence

repetition. Most parameters like laser pulse length and relaxation times

were optimized empirically.

Rabi oscillation resulting for coherent manipulation of PL4’s ODMR

transitions are shown in Figure 4.12. We performed this measurement at

various powers and observed that the drive frequency increased linearly

with the square root of microwave power, as expected from the Rabi for-

mula [117]. A Ramsey pulse sequence [118] is used to observe free induction

decay of the same defect ensemble at 20K, and the resulting dynamics are

fitted to reveal an inhomogeneous spin coherence time of T2∗ = 1.44±0.02

µs for the ground state spins. The Ramsey decay oscillates because the

driving field was detuned from resonance by 3.33 MHz. Data from Hahn

echo and 3-π pulse Carr-Purcell-Meiboom-Gill (CPMG) pulse sequences

[118] are shown as well, revealing homogeneous spin coherence times of

T2 = 184 ± 1 µ s and TCPMG = 357 ± 3 µs at 20K in our samples. This

is the same order of magnitude as T2 for diamond nitrogen vacancy center

ensembles surrounded by a spin bath composed of 13C nuclear spins and

background paramagnetic impurities [99].

The c-axis forms of the neutral divacancy offer a more direct compar-

ison to the diamond nitrogen vacancy center because they share the same
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Figure 4.12: Rabi, Ramsey, and Hahn spin dynamics curves in 4H SiC. Also, the

measured power dependence of the measured Rabi frequency.

symmetry and are predicted to have a similar electronic structure [113].

Rabi and Ramsey oscillations are shown for the (hh) divacancy at 200K

and 52G in Figure 4.13. Periodic modulations of the Hahn echo envelope

are observed in 4.13 that appear when a magnetic field is applied along

the c-axis of the crystal. These modulations increase in frequency as the

magnetic field is increased, and fits to the data at a given field reveal that

they contain two frequency components equal to the Larmor frequencies of

29Si and 13C nuclei. These modulations therefore represent coherent inter-

actions between the (hh) divacancy spins and the surrounding nuclear spin
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Figure 4.13: Rabi, Ramsey, and Hahn spin dynamics curves for c-axis divacancies at

200K.

bath [119], similar to what has been observed for nitrogen vacancy centers

[101].

Similar measurements were performed on the unidentified defects cor-

responding to PL5 and PL6 at room temperature, a shown in Figure 4.14

and Figure 4.15 . These measurements were made at 300K and 0 G, with

an in-plane driving field along the <11̄00> crystal direction. Although the

c-axis defect spins oscillate at one frequency, the basal defect spins do not.

This beating effect is observed because the basal defect spins exist in three

orientations that couple unequally to the in-plane driving field. The Hahn

echo measurements also show coupling to nuclear species for these defects
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Figure 4.14: Room temperature Ramsey decays of the unidentified defects in 4H SiC.

and this fact maybe applied to identifying these defects, similar to previous

work performed to definitively identify the divacancy. [120]

4.8 Other Forms of SiC

Initial studies on divacancy related defects in SiC were limited to 4H

SiC primarily due to the fact that high purity, semi-insulating wafers pur-

chased directly from CREE already contained divacancy related defects.

However, there are two other forms of SiC that are ready available as com-

mercial products: forms termed ’6H’ and ’3C’. Like 4H, 6H begets this

label due to the periodicity of the stacking of its hexagonal layers. 3C,

on the other hand, can still be formed from stacking 3 repeated hexagonal

layers but this results in a cubic, zincblende structure so it is labeled with

a ’C’. See Figure 4.16 for a depiction of the different stackings.
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Figure 4.15: Room temperature Rabi oscillations, Hahn echo decays, T1 measure-

ments, and nuclear Hahn echo modulation for the unidentified defects in 4H SiC.

Figure 4.17 shows a comparison of the infrared zero phonon lines

for implanted 4H, 6H, and 3C crystals. All three crystals show what is

likely divacancy related (this still needs to be definitively proven for 6H

and 3C SiC) luminescence throughout this energy range with a number

of PL lines equal to the number of inequivalent lattice sites, aside for the

two unidentified lines PL5 and PL6 in 4H SiC. In other words, 6H has 6
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Figure 4.16: Depiction of how the different crystal stackings leads to the bulk crystal

structure of the three most common forms of SiC.

inequivalent possible divacancy lattice site while 3C has just one. For the

remainder of this section, we will focus on 6H as 3C will be discussed in a

later chapter.

Figure 4.18 shows a broader spectrum of the 6H defects. The spec-

trum looks qualitatively similar to the wide 4H shown earlier. One initial

reason we did not study 6H further was the presence of a series of lines

related to vanadium out past 1300 nm. These lines result from vanadium

incorporated into the growth in order to produce insulating material (to

compensate for residual n-dopants). Typically these lines have presented

a bright background that swamped defect PL. In this plot, we electron

irradiated sample at an extremely high electron dose of 1018 electrons per

square centimeter in order to produce bright 6H PL. This spectrum was
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Figure 4.17: Comparison between the different divacancy-related zero phonon lines of

the three most common forms of SiC.

taken with a 1 second exposure and was the brightest sample we have yet to

produce in SiC. Alternatively, the problems associated with the vanadium

emission can be alleviated with the right lock-in detection parameters.

Similarly, 6H SiC shows a series of ODMR lines through the 1.1 to

1.5 GHz range (see Figure 4.19). As with 4H, some of these lines are c-axis

defects and some are basal, as can be seen by the non-uniform splitting in

the magnetic field dependent plot. Additionally, some lines persist up to

room temperature.

These defects seem to exhibit similar spin polarization cycles as the
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Figure 4.18: Photoluminescence spectrum of highly electron irradiated 6H SiC.

Figure 4.19: Low field ODMR spectrum of defects in 6H SiC. .
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Figure 4.20: Rabi oscillations of divacancy related defects in 6H SiC.

4H defects and thus can be coherent controlled as well, as shown in figure

4.20.

Figures 4.21 and 4.22 show Hahn echo decays for the 6H defects

and a summary of their coherence times for different implantation doses,

respectively.

The table shown in Figure 4.23 summarizes the ’zoo’ of defects in each of

the three common polytypes of SiC and their basic properties.

4.9 Defect-Defect Interactions in 6H SiC

One of the additional functionalities available in SiC that is not read-

ily available in diamond is the presence of multiple optically addressable

electronic state that can be independently controlled and measured within
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Figure 4.21: Hahn echo decay curves measured for divacancy related defects in 6H

SiC.

Figure 4.22: Summary of Hahn echo coherence times for defects in 6H SiC for different

implantation doses.
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Figure 4.23: A summary of the various properties of the divacancy-related defects in

the three most common forms of SiC.

the same optical excitation spot. This allows for the use of techniques

like Double Electron-Electron Resonance (DEER) to studying how multi-

ple defects spin species interact in the same crystal. Figure 4.24 shows the

measurement scheme used to perform this experiment and the resulting

behavior.

Figure 4.24 (a) shows an example of a Hahn Echo sensing technique
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Figure 4.24: DEER measurement scheme (a) and corresponding Rabi and DEER

signals for the QL1 and QL2 defects (b).

that uses one defect species to sense a second ’driven’ species. The first

’sense’ species accumulates phase that is proportional to the spin polar-

ization of the ’drive’ species, which is flipped during the pulse sequence to

perform a sensitive AC measurement of the interaction. The DEER signal

can be express as:

DEER Signal = cos(2π∆f(2tpulse) + θHahn)e−2tpulse/τ (4.1)

where ∆f is the frequency shift due to the drive species that results in

the phase accumulated for the sense species. Figure 4.24 (b) shows the

complementary DEER signal on the ’sense’ species and the driven Rabi

oscillations of the ’drive’ species. This demonstrates one of the first real-

izations of new experimental functionalities that SiC exhibits that is not

easily accessible in diamond based systems.
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4.10 High Purity Material and Single

Defects

Of course, all measurements shown previously were performed on

large ensembles of defects. For almost all applications of defect qubits,

one would prefer to work with single sites for spatial resolution for sensing

and single photon emission for quantum applications. This milestone has

recently been reached in high purity material obtained from collaborators

with extremely low background impurity and structural defect densities.

See Figures 2.9 and 2.10 for spatial scans of isolated emitters in 4H SiC

and the corresponding anti-bunching curve demonstrating that the sites

are indeed single emitters, respectively. This milestone can be further

combined with controlled patterning of implanted spins demonstrated in

[32] and [121] (see Figure 4.25) to controllably fabricate single defect qubits

and incorporate them into device geometries.

Additionally, samples from the same source with high defect densities

showed very long coherences times, even in excess of 1 ms (See Figure

4.26). This value is comparable to what has been achieved for single NV

centers in isotopically purified diamond [100]. This material, however,

consists of ensemble measurements with a non-zero nuclear background.
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Figure 4.25: An array of ensembles of defects implanted through a hard mask in 4H

SiC.

This further adds to the promise shown by defects in silicon carbide for

most applications currently being pursued for the diamond NV center.

4.11 Conclusions

This early work on NV center analogues in SiC demonstrates the po-

tential benefits of finding new defect qubit systems. Although much is

still unknown regarding the defects’ properties, they appear to be in many

ways comparable to the NV center in a material with many added benefits.

The presence of multiple defect species allows for the study of interacting

ensembles of spins [121] and some of the defects’ sensitivity to external

parameters are greater than for the NV center [122]. However, 4H and 6H
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Figure 4.26: Hahn echo decay curve for an ensemble of defects in high purity 4H SiC

demonstrating very long spin coherence times. Plot courtesy of D. Christle.

SiC are still only available as bulk materials without an underlying sacrifi-

cial layer, a fact that limits one’s ability to easily make devices out of these

crystals. A combination of the ’smart-cut’ technique and high temperature

annealing may allow for production of devices [123] with high quality de-

fect spins. This has not yet been demonstrated, so a more straightforward

approach is to use the form of SiC already available as a heteroepitaxial

film: 3C SiC.
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Chapter 5

Defect Qubits in 3C Silicon

Carbide

Some figures and sections of this chapter are adapted with permission from

the publications: ”Polytype control of spin qubits in silicon carbide,” A. L.

Falk, B. B. Buckley, G. Calusine, W. F. Koehl, V. V. Dobrovitski, A. Politi,

C. A. Zorman, P. X.-L. Feng, and D. D. Awschalom, Nat Commun 4, 1819

(2013) and ”Silicon carbide photonic crystal cavities with integrated color

centers,” G. Calusine*, A. Politi*, and D. D. Awschalom, Applied Physics

Letters 105, 011123 (2014).

5.1 Motivations

The primary reason for searching for NV center analogues in other
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materials is to access defect and host functionalities that are either very

hard or impossible for the NV center in diamond. As discussed previously,

the lack of heteroepitaxy is a significant challenge for incorporating NV

centers into devices in diamond. 3C SiC has a significant advantage over

diamond not only because it grows heteropitaxially, but also because the

preferred growth substrate is silicon. This opens up the possibility of using

the many cleanroom processes and tools thats were developed for silicon-

based processes for building 3C SiC devices. Hence we began this line of

research in order to pursue these possibilities and potentially develop a

truly scalable defect qubit device architecture.

One added benefit of working with SiC over diamond is the fact that

large amounts of material is commercially available for a relatively low

cost. Aside from the obvious device scaling arguments, having access to

large sample areas makes almost every aspect of fabrication and process

development much easier as compared to working with samples that are

on the millimeter scale. Figure 5.1 compares the size of a typical diamond

sample with a commercially available 3C SiC on Si wafer.

An area of diamond samples equivalent to the wafer area of the

pictured 3C SiC wafer would cost approximately 2.2 million USD, as com-

pared to a price of ∼1000 US dollars for the SiC wafer. Figure 5.2 shows a
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Figure 5.1: Comparison between a typical diamond sample and a commercially avail-

able wafer of 3C SiC

3C SiC wafer being used to admire the author’s beautiful face.

5.2 Previous Work

Due to its relatively recent production as a high quality film and

in contrast to 4H and 6H silicon carbide, there exist very few papers on

spin resonance and luminescence of defects in 3C SiC. A PL band similar

to the one we observe has been observed previously [38] but was found

to be associated with a spin-1/2 ODMR signal. Another study [109] has

associated this band with a spin-1 ODMR signal but observed a zero-

field splitting 50-80 MHz different than the one we observe and did not

determine a spectral dependence for this ODMR signal. The PL bands
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Figure 5.2: A 3C SiC wafer reflecting the author’s handsome face.

from both of these reports and the spin-1 ODMR signal we observe depend

on the sample annealing temperature in a similar manner, indicating that

they are likely related. An electron paramagnetic resonance study [124] has

observed a spin-1 defect in 3C SiC with zero-field splitting and symmetry

similar to the one we observe which persists up to room temperature. It

tentatively attributed this signal to a neutral divacancy. This assignment

results from the established defect symmetry along the < 111 > axis and

the fact that it shares a nearly identical zero field splitting with a form of

the divacancy in 4H SiC that has a locally cubic environment. The defect

structure is shown in Figure 5.3.
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Figure 5.3: The local crystal structure of a divacancy in 3C SiC.

5.3 3C SiC Defect Luminescence

Although heteroepitaxial growth affords a functional advantage for

3C SiC, it also presents complications for certain measurements. The first

challenge that presented itself when this research began was the realiza-

tion that the silicon substrate exhibited bright fluorescence when excited

by the near-infrared laser used to excite the SiC defects. This fluorescence

originates from near band edge defects and easily swamps the luminescence

that originates from the 3C layer. This luminescence is shown in Figure

5.4.

In order to overcome this impediment, we developed a method to re-

move the underlying substrate and eliminate the background fluorescence.

While it is normally a straight forward process to back etch a silicon wafer

with a wet etchant like KOH to form a membrane in a heteroepitaxial layer,
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Figure 5.4: Background Si fluorescence originating from the substrate of 3C SiC-on-Si

wafers.

this process could not be used for etching completely through a small 4 mm

by 4 mm sample without eating away at the sample edges. Instead, we de-

veloped a process to pattern the backside of the sample and use the Bosch

process to etch through the ∼500 micron thick wafer. This process is shown

in Figure D.1.

First, the rough backside of the wafer is polished to a smooth finish

to promote adhesion of the hard mask. Next, a 3.5 micron thick silicon

oxide layer is evaporated onto the backside of the wafer using a low tem-

perature PECVD process. To pattern the hard mask, a thick, 3.3 micron
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Figure 5.5: Process for creating windows in 3C SiC through a back-etch process.
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bilayer photolithography process is used to develop a rectangular window

pattern on the wafer backside. The photoresist then masks a CFH3 based

etch in order to transfer the pattern to the silicon oxide layer. This layer

then acts as another mask to etch the window pattern into the silicon via

the Bosch process. This process alternately etches the silicon and passi-

vates the etched sidewalls in order to perform a nearly vertical etch almost

all the way through the 500 micron thick wafer. A thin layer of silicon is

left on the backside of the window in order to prevent any potential etching

of the window by the Bosch process. This was a precautionary measure;

no etching of the window by the Bosch process was observed. Next, a brief

KOH wet etch is used to remove the remaining silicon on the backside of

the window. To finalize the structure for spin dependent measurements,

the sample is then processed on the topside of the wafer in order to produce

on-chip wires for applying large local magnetic fields to the sample. Figure

5.6 shows an optical image of the resulting free standing membrane.

This process produces a free standing layer with no silicon substrate

below it. This process can be preferable to other methods of SiC PL isola-

tion because it allows for the use of non-microscope objectives with large

focal depths without the risk of exciting any background fluorescence. Al-

ternately, one can use a thick film and a high NA objective to reject most
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Figure 5.6: Free-standing window of 3C SiC surrounded by metallization for optically

detector magnetic resonance experiments.

of the Si PL. If one chooses the sample thickness such that the implanted

layer is within the focal depth of the lens but the substrate is not, this

avoids excitation of the substrate and can reject the majority of the un-

wanted luminescence. Figure 5.7 shows the spectrum of a thin implanted

layer in a 3.85 micron film with confocal excitation and collection. There is

a small peak at 1125 nm resulting from the silicon substrate but it is neg-

ligible compared to the defect luminescence. Alternately, one can instead

perform measurements at 70K. At this temperature, the silicon carbide

fluorescence diminishes by only a factor of two from 20K but the silicon
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Figure 5.7: PL spectrum of Ky5 centers in a thick 3C SiC film (3.85 microns) taken

with confocal excitation and collection.

fluorescence at 1125 nm becomes negligible (see Figure 5.8).

Yet another method to reject the silicon substrate PL applies mainly

to materials characterization: UV excitation. As mentioned previously,

this method of characterization relies on the fact that far above gap exci-

tation only excites a shallow depth of material due to the high degree of

absorption/attenuation of the excitation. This method was used to quickly

characterize various doping levels and materials sources without needing to

back-etch every sample. The spectra looked qualitatively similar to those

shown above. One other implication for this method is the promising fact
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Figure 5.8: Temperature dependence of the Ky5 luminescence band.

that band edge excitation can result in defect emission. This may indicate

that electrical pumping of defect luminescence is possible through relax-

ation processes involving band states.

Another important aspect of the defect luminescence is the difference

in the spectrum between thick films and thin films. Due to the 20% lattice

mismatch between 3C SiC and silicon, the material quality of the grown

film typically improves as the thickness of the film increases. As a result,

the material close to the silicon interface typically exhibits large amounts
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Figure 5.9: A comparison of Ky5 luminescence for a 1 micron thick film and a 300

nm thick film that were implanted with the same recipe.

of inhomogeneous broadening. Figure 5.9 compares the same implantation

distribution for a 1 micron thick film with a 300 nm film. This broadening

will be discussed further in a later section.

We also performed pulsed excitation studies of the Ky5 luminescence

band to verify that it exhibits optical lifetimes comparable to the NV cen-

ter in order to corroborate the suspicion that it has a triplet ground state.

As discussed previously, this is important to verify that the defect level

structures isn’t instead composed of a meta-stable triplet state. Figure

5.10 shows the photoluminescence decay curve of the Ky5 luminescence

band when excited with 150 femtosecond pulses from a Ti:Sapphire laser
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Figure 5.10: Fluorescence decay curve for Ky5 defects demonstrating an optical life-

time similar to the NV center.

tuned to 920 nm. A pulse picker is used to limit the repetition rate of

the excitation and the imperfect extinction of the picked pulses yields the

observed pulses before and after the main pulse. Like the NV center, this

emitter exhibits a decay curve with an approximately 13 ns lifetime.

5.4 Doping and Orientation Variations

One crucial parameter affecting the formation of defects with a given

charge state is the Fermi level of the material. While this process is typi-

cally well studied theoretically using DFT calculations, it is typically not

well studied experimentally. In determining the optimal material for for-

mation of Ky5 centers, we briefly explored the parameter space of available
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Figure 5.11: Comparison of different doping levels and materials orientations for thin

films considered for optical cavity fabrication.

material in order to not waste time on non-optimal material. Figure 5.11

shows a comparison of PL from thin films (∼300 nm) for different wafers

obtained from NovaSic. The black curve corresponds to unintentionally

doped (nitrogen dopants at a density of below 1016 per cubic cm), 100 ori-

ented material we primarily focused on, the red curve to N-type material

(nitrogen dopants at a density of approximately 1019 per cubic cm), and

the blue curve to unintentionally doped (nitrogen dopants at a density of

below 5× 1016 per cubic cm) < 111 > oriented material.

In general, it was observed that the more highly N-doped the ma-
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Figure 5.12: Comparison of Ky5 defect PL for different doping levels for material of

the same orientation.

terial was, the weaker the defect PL (and therefore, the lower likelihood

of defect formation in the proper charge state or stronger non-radiative

pathways). Figure 5.12 compares material for a variety of different doping

levels, although the first four colors originated from a collaborator in Aus-

tralia. The two lowest doping levels are both from NovaSic. The yellow

curve is for a 1 micron thick layer while the pink curve is for a 3.85 micron

thick layer.

Additionally, it is noteworthy that some samples showed distinct

zero phonon lines while others did not. The main clue as to the origin of
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this behavior comes from the Novasic material comparisons. < 100 > and

< 111 > oriented material showed comparable amplitudes for the phonon

sidebands but the < 111 > material exhibited no distinct zero phonon line.

Since < 111 > films generally exhibit more structural defects than < 100 >

material, it is likely that residual strains and inhomogeneous broadening

is the source of this difference in spectra.

5.5 Low Temperature Spin Properties

Similar to divacancy related defects in the other forms of SiC, the

Ky5 center exhibits an optically detected magnetic resonance line in the

low GHz range around 1.33 GHz. The exact value of this resonance de-

pends on temperature and local strain. Figure 5.13 shows the zero field

continuous wave ODMR signal from Ky5 emission band at 6K. Also shown

is the magnetic field dependence of this signal for a small magnetic field

applied along the 100 axis. In contrast to the other forms of silicon carbide,

the Ky5 defect exhibits only one PL and ODMR line because, like the NV

center, it has 4 equivalent lattice sites along the < 111 > axes of the cubic

3C SiC crystal. In this case the field is not parallel to the symmetry axis of

the defect and for larger fields would cease to exhibit a linear splitting. This

does, however, confirm the expectation that this single line splits into only
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Figure 5.13: Low field ODMR for Ky5 defects with a field along the < 100 > axis.

two lines for this field geometry since all four site experience an equivalent

magnetic field projection on and off the defect axis. Later measurements

with a magnet along the < 111 > axis further confirm the expected ori-

entation dependence of the ODMR splittings. The magnitude of the PL

change is largely limited by the measurement technique used and should

not be considered the maximal contrast observable for ensembles of single

defects. We typically observed a 10 to 30 times higher PL contrast with

better laser rejection and higher sensitivity detection using the SNSPD,

and even this value may be improved further.

Figure 5.14 shows the spectral dependence of this ODMR signal.

This measurement confirms that the ODMR signal corresponds to observed
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Figure 5.14: The spectral dependence of the ODMR corresponding to Ky5 defects.

emission band. As there may be a series of weaker emission bands present

that are contributing to the overall PL signal, this measurement is crucial

for confirming the expectation that the observed emission band is related

to the measured spin levels. This measurement is generally useful for de-

termining the various contributions to a complicated emission and ODMR

spectra, as was demonstrated for 4H SiC [125].

Furthermore, the application of pulsed microwave excitation allows for

demonstrations of coherent control over defect ground state spin sub-levels

and characterization of their time-domain spin properties. Figure 5.15

shows coherently driven Rabi oscillations in the ground state of the Ky5

defects at zero field and low temperature. The importance of this demon-
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Figure 5.15: Rabi oscillations for Ky5 defects in 3C SiC.

stration is that it allows for the calibration of microwave pulses for en-

gaging in spin manipulation for defect characterization, sensing, or other

spin-dependent applications.

Figure 5.16 shows the results of a Ramsey measurement using π/2

pulses calibrated from driving Rabi oscillations at a fixed detuning. The

resulting inhomogeneous spin coherence time T ∗2 is ∼50 ns. This value is

short compared to the typically 250 ns to 1000 ns T ∗2 times observed for

6H and 4H SiC at low temperature. This underlines the need for on-chip

metalization, as discussed previously. Although ODMR can typically be

observed when the sample sits on a stripline like those used for 4H and
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Figure 5.16: Ramsey oscillations for Ky5 defects in 3C SiC.

6H measurements, the field strengths are not strong enough to drive Rabi

oscillations with periods on the time scale of the T ∗2 time.

The observed Hahn spin-echo time T2 = 22 µs, however, is typi-

cally within a factor of 2 of the roughly 40 µs observed in 6H SiC defects

at low temperature. Figure 5.17 shows a comparison of the Hahn echo de-

cay curves for the two different doping levels we typically measured (1013

and 1012 ions per square centimeter). The 1013 curve has a decay time

of ∼11 µs while the 1012 curve has a decay time of 22 µs. These results

represent the first measurements of spin coherence times in this material.

In contrast, previous measurements on high purity semi-insulating 4H SiC

showed T2 as long as 185 µs at low temperature. Although the defect qubit
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Figure 5.17: Comparison between Hahn echo decay curves for different doping levels

in 3C SiC.

properties in 3C SiC are generally worse than those in 4H SiC, the argu-

ment for studying and utilizing 3C SiC is the same as the one made for

using non-ideal forms of diamond; the functional gains resulting from the

material properties may significant outweigh the negatives associated with

degraded qubit properties.

5.6 Room Temperature Measurements

Typically, the photoluminescence signal of the Ky5 defect in the ma-

jority of the material we studied (from Novasic) starts to drop off in ampli-

tude by liquid nitrogen temperatures and then disappears by 100K. This

is likely an indication of the onset of non-radiative processes that quench
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defect luminescence. While this may eliminate the ability to perform room

temperature sensing experiments, the Ky5 defect can likely still be used

for most NV center applications at low temperature. Low temperature are

a necessary requirement for applications involving resonant collection or

manipulation of the NV center zero phonon line and for many sensing ap-

plications, low temperature may be advantageous in order to avoid thermal

drifts.

However, we did observe weak room temperature behavior in one

sample obtained from collaborators that was implanted with nitrogen (the

same sample did not show equivalent behavior when implanted with car-

bon). Although we could not reproduce this behavior in other materials,

this points to the possibility that non-radiative process is not a fixed prop-

erty of the system; with further study, we may be able to be limited or elim-

inate it to facilitate room temperature applications. Figure 5.18 shows the

temperature dependence of the ODMR signal from the above-mentioned

sample. The ODMR peak exhibits a thermally dependent shift and degree

of quenching as the temperature is raised to 300 K.

The ODMR signal does not, however, truly disappear at room temper-

ature. Figure 5.19 shows the ODMR signal taken at 300K. This signal was
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Figure 5.18: Temperature dependence of ODMR signal from Ky5 defects in 3C SiC.

very weak and required ∼12-24 hours of averaging to obtain even a modest

signal to noise. The peak was, however, completely reproducible.

Additionally, this weak ODMR signal allows for room temperature co-

herent control of the defect states, as depicted in Figure 5.20. Again, these

measurements required very long averaging times and high microwave pow-

ers to observe Rabi oscillations. This plot is truncated after 45 ns because

after that time temperature dependent signals resulting from heating start

to swamp oscillatory behavior. This result, while promising, would require

additional study in order to determine whether room temperature mea-

surements of these defects might ever be easily realized. The fact that only

nitrogen implanted samples exhibited this behavior points to the fact that
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Figure 5.19: Room temperature ODMR from Ky5 defects in 3C SiC.

residual dopants or the differing Fermi level of the material (nitrogen is

an n-type dopant in 3C SiC) may be providing non-radiative pathways.

Higher purity material may eliminate these pathways. Furthermore, these

pathways may only be present for off-resonant excitation. Resonant excita-

tion may allow for one to bypass these loss mechanisms and allow for room

temperature operation. Regardless, it is still the case that many appli-

cations involving defect qubits require low temperatures for either narrow

spectral lines or stable sensing conditions.
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Figure 5.20: Room temperature rabi oscillations from Ky5 defects in 3C SiC.
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Chapter 6

Photonic Crystal Cavities in

3C SiC

Some figures and sections of this chapter are adapted with permission from

the publication: ”Silicon carbide photonic crystal cavities with integrated

color centers,” G. Calusine*, A. Politi*, and D. D. Awschalom, Applied

Physics Letters 105, 011123 (2014).

6.1 Introduction

The cubic form of SiC, 3C, has one distinct advantage over other

potential hosts for NV center-like systems: it is available as a high quality

heteroepitaxial thin film on up-to 6 inch wafers of silicon. Heteroepitaxial

growth of III-V and SOI systems have made them the gold standard for
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device fabrication and as a result, many quantum information approaches

have focused on these hosts. Diamond, although it exhibits reasonably

good spin qubits, is very much hindered in terms of scaling because of the

lack of heteropitaxy. Currently, the production of diamond nanostructures

involves rather complicated processes that involve thinning down polished

50 micron membranes to sub-micron dimensions all while maintaining good

adhesion of the film to a sacrificial substrate. While this process has led to

some great successes, it is difficult and costly. The cost of a single 4mm by

4 mm, 50 micron thick diamond substrate is the same as a 4 inch wafer of 1

micron thick 3C SiC epilayer. Additionally, the overwhelming majority of

cleanroom tools are intended for use with wafer scale dimensions; working

with small pieces is often very challenging (photoresist edge beads become

a significant problem!). The advantage of having the sacrificial substrate

be a silicon wafer also affords many other practice advantages. Most no-

tably, releasing structures is very simple and can be achieved by a variety

of methods, include backside wet etching (KOH or TMAH), backside deep

etching via the Bosch process, or gas phase undercutting of structures

through the use of XeF2 gas etchers.

The primary reason for pursuing this line of research is to circumvent

the issues in diamond fabrication mentioned previously. Previous studies

159



that sought out new defect qubit candidates in SiC were motivated by the

possibility of finding systems in hosts with added capabilities and func-

tionalities not easily achievable in diamond. In particular, one of, if not

the primary, goal is to incorporate defect qubits into devices in a scalable

manner. The most clear application for devices in interfacing with defect

qubits is to alter their local photonic environment. Because the form of

defect qubits we focus on are initialized, manipulated, and read-out op-

tically, photonic engineering stands to provide a number of advantages.

These uses include:

• Increasing narrowband or broadband collection efficiency

• Enhancing optical coupling to a well defined spatial mode

• Increasing the effective optical depth for absorption based measure-

ments

• Intense local fields for on-chip frequency conversion

• Purcell enhancements for improved single photon sources

• Defect based lasing for enhanced readout

• Strong coupling for quantum information applications

Many of these goals are ambitious but have the potential to realize many

applications of defect qubits that have remained extremely difficult to
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achieve. The largest outstanding challenge at the moment is the lack of

knowledge of the details of the defect qubit optical properties and the fact

that a single emitter has not yet been isolated in this form of silicon car-

bide. However, some progress has been made recently towards overcoming

these challenges and the risks associated with this line of research are likely

worth the potential rewards. In this chapter, we present our recent work

on the design, fabrication, and characterization of photonic crystal cavities

in 3C SiC thin films with incorporated Ky5 color centers.

6.2 Previous Work

Very little previous work exists on the development photonic crystal

cavities in 3C SiC. At the time of starting our research into the develop-

ment of photonic crystal cavities in 3C SiC, there had been no previous

demonstrations of optical resonators in 3C SiC. There were, however, a few

papers on the design, fabrication, and characterization of photonic crystal

cavities in 6H SiC developed through the ’smart cut’ process [126] [127].

One important outcome of this research is the demonstration that SiC

photonic crystal cavities exhibit roughly a factor of 10x less shift in wave-

length for a given temperature change around room temperature, leading

to greater thermal stability for photonic applications. Recently, this same
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process was used to produce photonic crystal cavities with Q’s of 10,000

[123] capable of on-chip second harmonic generation. Also, another group

recently reported the production of microdisk resonators using an electro-

chemical etching method [128]

In the course of performing this line of research, a few other groups

have recently demonstrated ring-resonators [129], microdisks [130] [131],

and photonic crystal cavities in 3C SiC [132].

6.3 Band Structure

Figure 6.1 shows the band structure of the 2D triangular lattice of holes

that forms the photonic crystal. The MIT Photonic-Bands (MPB) package[133]

was used to produce the band diagram and determine the position of the

band gap. It shows the first four transverse electric (TE)-like modes of

a SiC slab with hole radius r=0.29a and thickness h=0.85a for a lattice

constant a. The bandgap opens for frequencies between approximately

0.3 (2πc/a) and .38 (2πc/a), where c is the speed of light. The resonant

frequencies of the simulated H1 and L3 cavities are highlighted by the cor-

responding dashed lines.
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Figure 6.1: Calculated band structure for the photonic crystal lattice used for pro-

ducing photonic crystal cavities.

6.4 Cavity Designs

The photonic crystal cavities consist of sets of missing and altered

holes within the array of holes used to produce te previously described

photonic crystal structures. Finite-difference time-domain (FDTD) simu-

lations were used to determine the hole parameters necessary to produce

modes within the spectral range of the zero phonon line of the Ky5 optical

transitions and to optimize the position and size of the holes around the

cavity for optimal cavity Q and mode volume. For both the H1 and L3

cavity types, the lattice hole radius ’r’ and lattice periodicity ’a’ are fixed

by the relation r=0.29a.
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Following the method in [134], we obtained an optimized Q of ∼45,000

for the H1 structure when the radius of the four nearest vertically adjacent

holes to the cavity are reduced to 0.22a and the horizontally adjacent holes

are displaced outwards by a distance 0.2a. The optimal Q is obtained with

a film thickness of 0.8a. Simulations indicate that the theoretical mode vol-

ume is ∼(λ/n)3. This cavity’s primary advantages are its high theoretical

Q and its large degree of far field coupling within the numerical aperture

of the objective we used (NA=.7).

We similarly optimized the L3 structure by shifting the position of

the side holes of the cavity [135] by 0.21a and reducing their size [136]

by 0.12a. This results in a theoretical quality factor Q ∼17,000 at a film

thickness of 0.85a with mode volume ∼0.9 (λ/n)3. These values compare

favorably to the unoptimized L3 cavity design which achieves a Q factor

of ∼1,600 for a mode volume of (λ/n)3. This cavity’s main advantages are

its relative insensitivity to fabrication imperfections and its relatively large

degree of coupling to far field Gaussian laser modes. Figure 6.2 depicts

the electric field profiles of both cavity designs and their corresponding

fabricated structures.
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Figure 6.2: Electric field profile and fabricated structures for H1 and L3 photonic

crystal cavities.

6.5 Cavity Fabrication Process

To fabricate photonic crystal cavities with incorporated color centers,

we start with a 1 micron thick film of commercially available, < 100 > ori-

ented 3C silicon carbide grown epitaxially on a 100 mm < 100 > oriented

silicon wafer from NovasSic [137]. The film is initially thinned down to a

thickness of 300 nm through a series of SF6 and Ar/Cl inductively coupled

plasma (ICP) etches. In order to produce a vacancy distribution vertically

centered in the middle of the film, the film is implanted with 12C ions at an
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energy of 110 keV, an incidence angle of 7 degrees, and a dose of 1013 ions

per square centimeter. The film is then annealed at 750C for 30 minutes

in an argon atmosphere to induce vacancy migration in order to promote

the formation of Ky5 color centers. We found that this implantation and

annealing procedure was optimal for producing the highest possible den-

sity of Ky5 centers in the material. Prior to implantation, the material

exhibited no color center luminescence signal.

In order to fabricate the photonic crystal structure, the 300 nm SiC

film is first covered with a hard mask consisting of 100 nm of aluminum

capped with 10 nm of titanium deposited onto the sample using electron

beam evaporation. The titanium layer is added to prevent oxidization of

the aluminum and improve the consistency of the process. The sample is

then spin-coated with 340 nm of ZEP520 electron beam lithography resist

and a conductive polymer layer (AQUASave) to eliminate charging effects

during the resist exposure that can distort the written pattern. Multiple

arrays of devices are patterned on a 5-by-5-mm sample using a 100 keV

electron beam lithography system. These arrays include duplicates in the

case of local process failures and geometrically tuned patterns to map out

the structure parameter phase space.

The conductive polymer is then removed, and the pattern is then
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transferred to the SiC layer through a multi-step ICP etch. First, a

BC3/Cl2 etch transfers the developed resist pattern to the Al/Ti layer.

Then, without removing the sample from the etch chamber, an SF6 plasma

etch is performed at an ICP power of 900 W and a bias of 200 W to transfer

the pattern to the SiC. This etch process was vital to the success of the

structure formation. It was found empirically to minimize the degradation

of the hard mask edges during the aggressive but nearly vertical SF6 etch-

ing of the silicon carbide thin film. The SF6 etch immediately followed the

BCl3/Cl2 etch without removing the sample from the ICP chamber in order

to avoid continued etching of the hard mask by unpassivated chlorine. The

hard mask layers and any etch by-products remaining on the hole sidewalls

are then removed through subsequent wet etches in Ti etchant, Al etchant,

and buffered hydrofluoric acid (HF). Without the extra HF exposure, the

process was found to leave residual etch residues lining the cavity holes.

Finally, the sample is exposed to a short gaseous XeF2 etch to isotropi-

cally remove the silicon substrate directly underneath the photonic crystal

pattern in order to release the structure from the membrane (the undercut

is approximately 25 microns). If further tuning of the cavity resonances is

necessary, the structure thickness can be reduced further with a very short

(5-10 second) short SF6 or Ar/Cl ICP etch steps. A complete process flow
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Figure 6.3: Fabrication process flow for producing photonic crystal cavities in 3C SiC.

of the fabrication procedure is shown in Figure 6.3.

6.6 Fabricated Structure Characterization

Figure 6.2 shows the results of the fabrication process for an H1 and an

L3 cavity design. The structures exhibit a sidewall angle of approximately

85 degrees, typical of the values observed in the literature for similar etch

conditions (see Figure 6.4). [138] Ultimately, as will be discussed later, it

was found that this parameter plays a significant role in reducing the Q’s

of the structures. We did not appreciate this fact until it was too late to
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change our process so we were not able to fully explore possibilities for

achieving more vertical sidewalls. This may be achieved through the use

of higher power etches and/or more robust hard masks (Cr and Ni are

much more resilient to SF6 etching but require more involved patterning

processes). 90 degree sidewalls have been reported for certain special etch

conditions. [139] The periodic holes defining the structure are uniform in

radius and accurate in their positioning to within the spatial resolution

of the SEM (∼1.5 nm). The thin film’s surface roughness increases from

0.5 nm rms to 1.2 nm rms as a result of processing, as determined by

atomic force microscopy. The main contribution to this slight roughening

was due to the SF6 etch. The 500 W power and 200 W bias Ar/Cl (4:1,

respectively) ICP etch used for membrane thinning increases the surface

roughness from .5nm rms to .8 nm rms. Small variations in the hole shapes

with an rms radial deviation of 2.75 nm are typically observed and the hole

sidewalls show slight striations likely due to degradation of the aluminum

hard mask edges during the high power etch needed to produce vertical

sidewalls. These small hole variations and the other small scale structure

on the surface are not expected to be significant enough to affect the cavity

Q’s [140] [141], but a direct analysis via FDTD would be impossible due

to the small scale of the features (the required simulation meshing would
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Figure 6.4: Approximately 85 degree sidewall angle that results from our SF6-based

etching recipe.

lead to extremely long simulation times).

6.7 Cavity Characterization Setup

The structures were characterized in a home built scanning confocal

microscope equipped with a helium flow cryostat with optical access as

depicted in Figure 6.5. A flip mirror in the excitation path allows for

switching between a 1060-nm diode laser for off-resonant excitation of the

defects’ photoluminescence via the blue shifted absorption side-band and a

1085-to-1185-nm tunable 300-kHz linewidth Littmann-Metcalf diode laser
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for high resolution cross-polarized resonant scattering spectroscopy. Laser

excitation is passed through a 0.7 numerical aperture microscope objective

lens mounted on a series of coarse scanning stages. A fast-steering mirror

(FSM) is incorporated into the optical path in order to alter the beam in-

cidence angle on the back aperture of the objective, thus allowing for fast

spatial scanning with a resolution of approximately 1 micron to determine

the optical response of the various parts of the structure. Figure 6.6 shows

the spatial dependence of the off-resonant reflectivity and photolumines-

cence from the structure. Photoluminescence and scattered laser light are

collected through the same objective and reflected to a series of fiber cou-

plers by a polarizing beam splitter.

For photoluminescence measurements, the light emitted by the de-

fects is long pass filtered and coupled into a single-mode or multi-mode

fiber. The light is then passed to either a 300 mm focal length spectrom-

eter fitted with a liquid nitrogen cooled InGaAs CCD array for taking

broadband spectra with a resolution of ∼1 nm or a 1 meter focal length

spectrometer fitted with the same CCD array with a resolution of ∼.1 nm.

The light can also be collected out of an alternate exit port on the 1 m fo-

cal length spectrometer and coupled to a superconducting nanowire single

photon detector through a single mode fiber. Stray excitation light that
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couples into the collection path is filtered with a dichroic mirror and can

be utilized for spatial mapping of the photonic crystal cavity structure in

order to place the laser excitation at the position of the cavity (Figure 6.6).

All photoluminescence measurements were performed at a temperature of

20K. The incorporation of color centers directly into the cavity allows us

to use the off-resonantly pumped defect luminescence band to excite the

cavity modes over a broad range of wavelengths that are inaccessible to

commercially available superluminescent diodes.

Cross-polarized resonant scattering provides a complementary char-

acterization method for probing cavities without incorporated emitters or

to study the response of the cavity [142] or internal emitters [143] to an ex-

ternally incident Gaussian input beam. For cross-polarized resonant scat-

tering measurements, a vertically polarized laser beam is reflected off a

cavity rotated at 45 degrees with respect to the laser polarization axis. The

cavity scatters a fraction of the incident power into the far field with an

orthogonal (horizontal) polarization and it then passes into the collection

path via a polarizing beam splitter. This light is then collected through

a single mode fiber that is coupled to a femtowatt photoreceiver. An op-

tical chopper wheel is used to modulate the incident laser intensity for

lock-in detection. Wavelength dependent power fluctuations are actively
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corrected for by a feedback loop consisting of a power meter and automated

variable neutral density (ND) filter. When the laser wavelength is swept

through the cavity resonance wavelength, a Fano lineshape is observed in

the scattered laser intensity. This method of cavity characterization com-

plements photoluminescence based methods in that it is capable of much

higher resolution and can be used to characterize cavities that lack incor-

porated emitters or are at room temperature. Due to SiC’s relatively small

thermo-optic coefficient [144], only small (∼1 nm) shifts in the cavity res-

onance were observed between 20K and 295 K. Comparable structures in

silicon typically show about a factor of 10 times larger wavelength shift

over this temperature range.

6.8 Cavity Characterization Results

One benefit of having an ensemble of emitters within the cavity is

that their broadband emission provides a wide-band source of excitation.

This allows one to characterize the cavity modes over a broad range of

wavelengths set by the spectral range of the emission band (1100-1300

nm). Figure 6.7 shows a typical broadband photoluminescence spectrum

(red line) at low temperature (20K) resulting from off-resonant excitation
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Figure 6.5: Setup used for characterizing photonic crystal cavities in 3C SiC.

Figure 6.6: Spatial scans of off-resonant laser reflectance and resonant photolumines-

cence originating from photonic crystal cavity structures.
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of color centers in an unprocessed 1 micron thick 3C silicon carbide layer

that has been implanted and annealed. The spectrum consists of a zero

phonon line centered at 1118 nm and a broad phonon-assisted emission

sideband that extends deeper into the infrared. Also shown in the figure is

a spectrum (black line) originating from a 300 nm thick H1 photonic crystal

cavity with incorporated Ky5 defects that has a cavity resonance around

1180 nm. While qualitatively similar, the zero phonon line broadens from

4.6 nm FWHM to 28.2 nm FWHM in both patterned and unpatterned

thin films, likely due to increased inhomogeneous broadening caused by

the decreased crystalline quality of the material grown closer to the sili-

con interface.[145] This decreased crystalline quality results from the large

(∼20%) lattice mismatch between silicon and 3C SiC.

While this added spectral inhomogeneity may be a significant prob-

lem for scalable production of identical cavity-emitter systems, there are

a number of potential solutions to this problem. First, one could utilize

a combination of the Bosch process and back-etching to produce cavities

in the material at the top of the thick film. Second, local DC stark shifts

are generally necessary for combating spectral inhomogeneity in NV cen-

ters and recent studies suggest that silicon carbide defects exhibit stronger

coupling to electric field [122]. Third, post-release annealing at high tem-
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Figure 6.7: Comparison of inhomogenous broadening resulting from using 3C SiC thin

films.

peratures may provide a means to heal some of the remaining structural

defects in the film (I have already seem some suggestive evidence that this

may be the case). Furthermore, one should note that residual strain is a

significant problem for diamond membrane thin films; a recent study of

NV centers in optical cavities observed almost 300 GHz strain splittings

in the excited state as compared to the typically observed slitting of a few

GHz in high quality single crystal bulk material.

Figure 6.8 shows the cavity resonance of an unoptimized L3 cavity

with the resonance wavelength tuned to the peak of the Ky5 zero phonon
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line. The tuning results from geometric tuning of the properties of an array

of fabricated structures both to achieve cavities coupled to the zero phonon

line and to determine the optimal cavity parameters. The measured Q’s

portrayed here are among the best we measured but the values were fairly

typical of all fully exposed patterns. The measured Q of ∼900 is less than

the value of ∼1,600 predicted by FDTD simulations. In the same plot, we

show the cross-polarized resonant scattering spectrum of the same cavity,

confirming the cavity properties measured via photoluminescence. Similar

values are observed for room temperature cavities. Optimizations of the

L3 cavity improve the measured cavity Q over the unoptimized case, as

shown in Figure 6.9, but the resulting value is approximately an order of

magnitude smaller than the predicted Q of ∼17,000.

Similarly, for the optimized H1 cavity design we observed a maxi-

mum Q of ∼1,000 despite a simulated value of ∼45,000 (Figure 6.10). The

reasons for these discrepancies will be discussed later. This H1 design

does, however, provide a greater degree of far field coupling than the other

designs, resulting in a 10-times enhancement of narrowband photolumi-

nescence collection as compared to emission falling outside the spectral

range of the cavity. This will be useful for studying spectral inhomogene-

177



Figure 6.8: Photoluminescence spectrum and cross polarized resonant scattering spec-

trum for an unoptimized L3 cavity.

Figure 6.9: Photoluminescence spectrum for an optimized L3 cavity design.
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Figure 6.10: Photoluminescence spectrum and cross polarized resonant scattering

spectrum for the H1 cavity design.

ity which will be discussed in a later chapter. Additionally, we observed

that the H1 cavity supports additional modes red-shifted from the funda-

mental with similar Q’s but much smaller mode volumes. In the case of

the fundamental mode in the optimized H1 cavity, the cross-polarized res-

onant scattering spectrum exhibits a far more asymmetric Fano lineshape,

indicating a greater degree of coupling between the cavity-dependent and

-independent scattering channels. This is likely due to suppressed far field

coupling to external Gaussian modes as a result of the odd cavity mode

parity along the y-axis (as defined in Figure 6.2). This is further confirmed

in the cavity resonant excitation measurements shown in later chapters.
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6.9 Cavity Imperfection Simulations

A number of factors may contribute to the observed discrepancy be-

tween the simulated and measured Q’s of our fabricated structures. Direct

absorption by the defects’ optical transitions is unlikely to be a primary

limitation of the experimentally measured Q’s because the structures’ op-

tical resonances show similar Q’s at room temperature, in films with lower

defect densities, and in films that were not irradiated and annealed to form

Ky5 emitters. Furthermore, based on the estimated absorption coefficient

in material similar to ours [129], our reduction in Q is likely not dominated

by other material absorption processes. To estimate the effects of mate-

rial absorption, we perform simulations on structures where the imaginary

index of refraction of the thin film was set to a value of ni = 7 × 10−5.

This value was determined by relating the measured absorption coefficient

in [129] to the imaginary index of refraction through

ni =
αλ

4π
(6.1)

where α is the absorption coefficient and λ is the cavity wavelength. The

material used in reference [129] originates from the same source as our

material and is therefore likely to exhibit the same degree of sub-band

gap absorption. Since the reductions in Q for these simulations is not
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significant enough to explain our observed values (see Table 6.1), instead

various structure imperfections inherent to the fabrication process-such as

sidewall angle, variations in the size or position of the holes of the photonic

crystal, or roughness on the surfaces or sidewalls-are the most likely source

of scattering losses in excess of the radiative losses intrinsic to the cavity

designs.

Table 6.1: Analysis of cavity Q factors for various fabrication imperfections

Cavity design Ideal Absorption
Sidewall
88 deg

Sidewall
85 deg

Sidewall
82 deg

Hole radius
variations

Hole position
variations

L3 1660 903 1333 794 523 1673 1634

L3 Optimized 17084 9153 7363 2198 1059 16383 16090

H1 optimized 45058 14443 15186 2362 672 33122 41682

Table 6.1 also shows the simulated Q for a given cavity geometry

with geometric imperfections added to the simulated structure. Simula-

tions of the effects of cavity imperfections on the structure Q’s were per-

formed with Lumerical’s FDTD Solutions software package. All simulation

conditions were checked for convergence and compared to results from the

literature in order to verify their validity. Adding small, normally dis-

tributed random variations in the photonic crystal hole radii and positions

to the simulations results in only small deviations from the ideal structure
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Q factor for the L3 cavities (1%-5%) and slightly larger deviations for the

H1 design (up to 26%). Random variations in the hole radii of the pho-

tonic crystal were introduced by adding or subtracting small increments

from the radii so that the values were normally distributed around a mean

corresponding to the structure’s ideal hole radius. The magnitude of these

variations was adjusted to match the values observed from image analy-

sis of SEM micrographs that corresponded to the resolution limit of the

SEM of 1.5 nm and should be considered an upper bound on the actual

values for the fabricated devices. Random variations in the positions of

the photonic crystal holes were introduced in a similar manner. Again, the

standard deviation of the simulated distribution matched the measured dis-

tribution, which corresponded to the resolution of the SEM. The Q values

quoted in Table 6.1 are the mean of ten simulations for different random

configurations for each structure and deviation type. Table 6.2 compares

the ideal cavity Q values with the simulated mean Q values and standard

errors. The modest predicted reduction in Q’s makes it unlikely that this

contribution is dominant. Furthermore, the surface and sidewall roughness

of 1.2 nm and 2.75 nm rms, respectively, that we observe in our fabricated

devices is not likely to limit cavities with Q’s of less than 105 . [140] [141]
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Table 6.2: Analysis of cavity Q factors for various fabrication imperfections

Cavity design Ideal
Hole Radius
Variations

Radius Variation Q
Standard Error

Hole Position
Variations

Position Variation Q
Standard Error

L3 1660 1673 10 1634 15

L3 Optimized 17084 16383 403 16090 326

H1 optimized 45058 33122 2435 41682 2249

Sidewall angle, however, has a pronounced effect on the Q factor

for all three structures. Given the sidewall angle of approximately 85 de-

grees that we observe with SEM imaging, it is very likely that this is the

limiting factor in reducing our Q’s from the expected values. [146] Side-

wall angle was introduced into the simulations by replacing the cylindrical

photonic crystal holes with conical holes with a lower radius corresponding

to the unperturbed value and an upper radius determined by the desired

sidewall angle. In fabricated samples, this conical shape of the photonic

crystal holes results from a combination of the ICP etch process not being

completely vertical and degradation of the hard mask in the proximity of

the holes during the etch. Simulations predict that for sidewall angles less

than 85 degrees, the optimized H1 cavity has a lower Q than that of the

optimized L3, contrary to what is predicted for vertical sidewalls. This

qualitatively matches the behavior we observe in our fabricated structures

(see Figure 6.11). At about 85 degrees sidewall angle the H1 cavity mode’s
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Figure 6.11: Simulated degradation in the cavity Q and change in resonant wavelength

for non-vertical sidewall angles.

Q decreases to below that of the optimized L3 design despite having a

higher Q for the unperturbed structure. This fact, in conjunction with

the observed dependence of the structure Q’s on the other imperfections,

indicates that sidewall angle is likely the dominant factor limiting the Q’s

of our fabricated structures. Figure 6.11 also shows the dependence of the

structure wavelength on sidewall angle. Furthermore, the large shift in

wavelength that results from non-vertical sidewalls can cause the funda-

mental cavity mode to shift below the color centers zero phonon line. This

shift needs to be compensated for in order to place the mode within the

defect emission band for coupling to the internal emitters.
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6.10 H1 Mode Structure

One other noteworthy feature of the H1 cavity is the presence of an-

other mode red shifted ∼20 nm from the fundamental mode as depicted

in Figure 6.12. This mode typically exhibited a Q of ∼1,000, similar to

that of the fundamental mode, although with a small degree of coupling to

the far field. Simulations of this mode yield a Q of approximately 3,000,

a small mode volume of .16 (λ/n)3 and a mode profile depicted in Fig-

ure 6.13. While this mode does exhibit a Q to mode volume ratio that is

almost a factor of 10 higher than the fundamental for our measured Q’s,

the placement of the mode field maxima within the photonic crystal holes

would limit the achievable coupling of the mode to the optical transitions

of color centers internal to the film. In general, higher order modes afford

an extra degree of functionality for applications like frequency conversion

[147] or resonant excitation [148].
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Figure 6.12: PL spectrum showing the fundamental H1 cavity mode and an additional

red-shifted mode.

Figure 6.13: Simulated electric field profile for the red-shifted mode observed in H1

cavities.
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Chapter 7

Cavity Enhanced Excitation of

SiC Defect Qubits

”Cavity enhanced measurements of defect spins in silicon carbide photonic

crystal cavities,” G. Calusine, A. Politi, and D. D. Awschalom,(in prepa-

ration, for most current results and details, see publication).

7.1 Motivations

A primary motivation in the search for new solid state defect qubits

is the desire to scalably incorporate these systems into devices that pro-

vide functionalities that are not available in bulk materials. Many color

center defect qubits cannot easily be incorporated into devices because

their material hosts are not available in heteroepitaxial forms. Color cen-
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ter defect qubits in SiC are a promising candidate for solid state quan-

tum technologies due to their combination of long coherence times [149],

room temperature operation[125], and a host material for which mature

growth[150] and fabrication protocols exist[151]. In particular, the abil-

ity to engineer the local photonic environment of optically active, solid

state qubits is crucial to most scalable applications in the field of quantum

information.[152] [70] The availability of SiC as a single crystal heteroepi-

taxial layer on silicon in the form of 3C SiC opens up the possibility of

combining the favorable properties of SiC defect qubits with the fabrica-

tion advantages of III-V semiconductor systems. This may enable on-chip

architectures for generating[153], routing[70], manipulation[154], and de-

tection [155] of single photon emission from defect qubits in SiC. Most

schemes rely on the use of high quality factor (Q), small mode volume

cavities in order to achieve Purcell enhancements[70] [156] for efficient sin-

gle photon generation or to access the strong coupling regime to produce

the nodes in quantum network.[22] To date, only modest Q’s have been

demonstrated for small mode volume cavities in heteroepitaxial SiC thin

films.[130] [132] [157] However, due to their potential for producing intense

local optical fields[158], low and modest Q microcavities have alternatively

been explored as a means to produce large local optical stark shifts[159],
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frequency conversion through non-linear processes[69] [147], enhanced ab-

sorption and interactions lengths [160] [161], enhanced Raman scattering

[162], on-chip optical traps[163], or to compensate for inefficient on-chip

coupling or absorption a given excitation wavelength. The variety of these

applications highlights the diverse functionalities enabled by interfacing

solid state qubits with on-chip photonic structures.

As of yet, there have been no demonstrations of the use of SiC devices

for enhancing spin-dependent phenomena. In this chapter, we demonstrate

the use of on-chip nanophotonic cavities for enhanced excitation of color

center defect qubits to enhance photoluminescence, CW and pulsed opti-

cally detected magnetic resonance (ODMR) signal amplitudes, and ground

state spin polarization rates. Furthermore, we show that the small optical

mode volumes and enhanced excitation and collection efficiencies provided

by the cavities can be used to study inhomogeneous broadening of defect

qubit ensembles in this and similar systems. The ability to efficiently and

easily engineer the local photonic environment of color center defect qubits

has the potential to greatly facilitate applications utilizing these systems

in the fields of quantum information and sensing.
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7.2 Absorption Enhancement in

Fabry-Perot Cavities

Fabry-Perot cavities provide an intuitive way to think about the en-

hanced fields and absorption that an optical cavity generates. One can

consider this from a few different perspectives that all yield equivalent out-

comes for the cavity enhancement factor. The first method is to consider

the uniform internal absorber as an added source of loss. The definition of

an cavity finesse F yields the following relation:

F =
π

T + A
(7.1)

where T is the transmission of the cavity mirrors and A is the rate of cavity

loss. Using temporal coupled mode theory, one can derive the following

expression for the power transmitted through a Fabry-Perot cavity with

losses:

Pt
Pi

=
( T

T + A

)2

(7.2)

where Pt is the power transmitted by the Fabry-Perot resonator and Pi is

the power incident on the resonator. Adding an additional source of loss

equivalent to the attenuation coefficient multiplied by the distance between

the mirrors αd yields

Pt
Pi

=
( T

T + A+ αd

)2

≈
( T

T + A

)2(
1− 2

αd

T + A

)
(7.3)
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The resulting change in transmitted power is

−2
αd

T + A
= −2F

π
(αd) (7.4)

Compared to the free space attenuation of αd, this indicates that the total

absorption is enhanced by a factor of (2F/π).

Equivalently, we could consider the rate of absorption due to the ab-

sorbing medium. This is defined by some rate R of absorption per photon

per unit time and is multiplied by the total interaction time τi of a pho-

ton in the cavity to yield the probability of absorption. For a single pass

through a distance d of material the total interaction time is nd/c for a

material of refractive index n. For any cavity, the cavity photon lifetime is

defined by

τi =
2Q

ω
=

2τrtF

ωt
=
τrtF

π
=
(2F

π

)(nd
c

)
(7.5)

where τrt is the round trip time of a photon in the cavity, Q is the quality

factor of the cavity, ω is the frequency of the cavity, and t is the optical

period. Again, this demonstrates a factor of (2F/π) enhancement of the

absorption in the cavity.

One final, and perhaps most rigorous, manner in which to derive the

enhanced absorption is to consider the enhanced rate of excitation directly.

We consider the field enhancement and thus, enhanced rate of absorption

in a Fabry-Perot cavity in free space. The absorption rate is proportional
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to the electric field squared in the cavity which is related to the cavity

parameters through the relation [164]:

|E|2 =
4QPin

2πωε0V
(7.6)

where Pin is the power input to the resonator, ω us the cavity frequency,

ε0 is the permittivity of free space, and V is the volume of the mode.

The input power can be expressed as

I0A =
cε0|E0|2a

2
(7.7)

where a is the area of the input field.

Thus we can express the ratio of the enhanced electric field squared

to the input electric field squared by

|E|2

|E0|2
=
( 4Q

2πωε0V

)(cnε0a
2

)
=
( Qca
πωV

)
(7.8)

Since a/V is the length L of the resonator, we have

|E|2

|E0|2
=
( Qc

πωL

)
(7.9)

For a Fabry-Perot cavity,

Q =
2πωL

cT
(7.10)

yielding

|E|2

|E0|2
=
( 2

T

)
=

2F

π
(7.11)
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which again demonstrates that the rate of absorption is enhanced by a

factor of (2F/π).

7.3 Cavity Field Enhancements

In this chapter, we observe large PL and ODMR signal enhancements

from Ky5 defect qubits incorporated into 3C SiC photonic crystal cavi-

ties as a result of the intense optical fields generated by resonant cavity

excitation. This field enhancement effect is directly analogous to those ob-

served in Fabry-Perot cavities which are routinely used to generate large

intracavity fields for a variety of optical applications[165]. Microcavities,

however, have added complications due to the need for specialized engi-

neering methods for efficient input coupling from external optical modes

[166]. In general, the local field intensity inside a microcavity scales as

∝ ηQ
Vm

for a fixed incident power where η is the input power coupling effi-

ciency and Vm is the cavity mode volume.

As with most analysis of photonic devices, the starting point for cal-

culating the local field intensity enhancement is the equation governing the

mode energy amplitude derived from temporal coupled mode theory[167]:

∂α

∂t
= −

(
iωc +

1

τtot

)
α + κsin (7.12)
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where |α|2 is the total energy in the cavity mode, ωc is the cavity mode

frequency, τtot is the cavity field lifetime, κ is the input coupling coefficient,

and |sin|2 is the power incident on the cavity. Solving for the steady state

behavior of the cavity every amplitude with an input field at a frequency

ω yields

a =
κsin

i(ω − ωc) + 1
τtot

(7.13)

For an input field with a frequency equal to the cavity mode frequency, we

can express the energy in the cavity mode as

|α|2 =
|κ|2|sin|2(

1
τtot

)2 (7.14)

|κ|2 can be related to the far field overlap between the cavity radiation

profile and profile of the incident Gaussian beam η through the relation

|κ|2(
1
τtot

) =
η

2
(7.15)

where η is defined by the mode overlap integral

η =
|
∫
E∗1E2dA|2∫

|E1|2dA
∫
|E2|2dA

(7.16)

E1 and E2 are the far field radiation patterns of the cavity mode radiation

pattern and the Gaussian input beam, respectively. The time reversal

symmetry of Maxwell’s equations dictates that this quantity yields the

fraction of the power in the input beam that couples into the cavity mode
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(up to the factor of two dividing η because the cavity emits equally in both

vertical directions for symmetric structures).

Equation 7.14 can now be expressed as

|α|2 =
τtotη|sin|2

2
(7.17)

Since τtot = 2Q/ωc where Q is the quality factor of the cavity mode, we

can rewrite this expression as

|α|2 =
Qη|sin|2

ωc
(7.18)

The power in the gaussian input beam can be related to the irradiance I0

through

|sin|2 =
1

2
πI0w

2
o (7.19)

where w2
o is the input beam waist for which η is calculated. I0 is related

to the field intensity through

I0 =
cnbε0

2
|E0|2 (7.20)

where c is the spead of light, nb is the background index of refraction

outside the cavity, ε0 is the permittivity of free space, and |E0|2 is the

modulus squared of the incident electric field in the Gaussian beam.

Putting this all together yields

|α|2 =
Qηπw2

ocε0n0|E0|2

4ωc
(7.21)
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Because

πc

ωc
=
λc
2

(7.22)

where λc is the cavity wavelength, we have

|α|2 =
Qηλcnoε0w

2
o|E0|2

8
(7.23)

To relate related the input field intensity to the local field intensity at the

cavity maximum we use the definition of the cavity mode volume to yield

the relation:

|α|2 =
1

2
Vmεon

2
c |Ec|2 (7.24)

where Vm is the cavity mode volume, nc is the cavity index of refraction,

and |Ec|2 is the modulus squared of the electric field in the cavity mode.

Equating (12) and (13) yields

|Ec|2

|E0|2
=
Qηλcnow

2
o

4n2
cVm

(7.25)

Equation 7.25 demonstrates the important structure parameters affecting

the local field enhancement resulting from far field excitation of a photonic

crystal cavity: the quality factor Q, the far field coupling factor η, and the

mode volume Vm. These factors are, in general, interrelated and depend on

each other significantly (in addition to the other factors like the refractive

index and geometry), so one must be careful to optimize multiple factors
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Figure 7.1: Schematic depicting the FDTD simulation geometry.

like the Q and far field coupling concurrently to maximize the achievable

cavity field amplitude. While some factors like the Q, the wavelength λ,

and the beam parameters can be measured experimentally, factors required

for calculating the field enhancement like the input coupling efficiency η

and mode volume Vm are difficult to measure directly and typically must

be extracted from simulations[168]. Furthermore, FDTD simulations can

be used to directly extract the field enhancement through direct numerical

calculation of the response of the cavity to an incoming Gaussian beam.

We set up simulations with the geometry depicted in Figure 7.1 to extract

the various cavity parameters and calculate the local field enhancement

directly.

A pulsed Gaussian source excites the cavity mode from above and a

series of field monitors in the simulation extract the cavity parameters and

the field enhancement. The beam waist of the Gaussian excitation is set

equal to the measured value from our experiments and its polarization is
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set to match that of the dominant component of the cavity far field losses.

In Figure 7.1., we see the enhanced local field of an unoptimized L3 cavity,

resulting in a square modulus of the electric field that is almost 200 times

higher than for the peak intensity of the input Gaussian source with unity

amplitude and beam waist equal to our experimentally measured value of

1.1 µm. All simulations were tested for convergence by varying the relevant

parameters to ensure simulation accuracy. All parameters were extracted

from a single simulation run by properly apodizing the relevant field moni-

tors to extract cavity parameters independent of the excitation conditions.

The input coupling efficiency was extracted by numerically performing the

integral in equation 7.16 for the S and P polarized far field profiles of the

mode under consideration and the Gaussian excitation used to excite it.

The field monitor for extracting the field enhancement is not apodized and

outputs the steady state field profile even for a pulsed source.

The resulting field intensity enhancement of 191.52 agrees within ∼1

percent of the value of calculated from equation 7.25 for the basic L3 cavity

(’L3 Basic’) using the input parameters extracted from simulations. A sim-

ilar agreement is observed for the Shrink hole cavity design (’L3 Shrink’)

although discrepancies between the simulations and calculations of 18.7%

and 13.4% are observed for the simulations with added sidewall angle(’L3

198



86 deg.’) and material absorption(’L3 Abs.’), respectively. These discrep-

ancies likely arise from simulation artifacts resulting from problems with

extracting the mode volume for moderate Q cavities.

Higher Q modes can, in principle, exhibit significantly higher field

enhancements. However, for planar photonic crystal cavities, this tends

not to be the case, as one typically increases the Q of a photonic crystal

cavity by reducing the far field coupling, resulting in a lower input coupling

efficiency. For instance, the optimized L3 design presented in [157] exhibits

a greater than a factor of 10 increase in Q over the un-optimized design

but exhibits only a 25% higher field enhancement due to a compensat-

ing decrease in input coupling efficiency and a larger mode volume. This

limitation can be circumvented by using on-chip coupling through local

waveguides which can achieve η ≈ 90% for Q’s comparable to our mea-

sured values [169] or by using structures that have been specially designed

to simultaneously optimize Q and far field coupling.[170]

Table 7.1 summarizes the relevant cavity parameters for the different

geometries simulated and compares the calculated field enhancement to

the simulated value. The ’86 deg’ cavity was simulated with an 86 degree

sidewall tilt, similar to what we observe for our cavities and which likely

explains the deviations between the simulated and measured Q’s of our
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fabricated structures.[157] For this geometry, extra care was taken to ac-

count for the differences in far field profile in the vertical and horizontal

direction in determining the calculated field enhancement. The ’L3 Abs’

cavity included the estimated absorption coefficient for our measured ma-

terial in the material used for the photonic crystal cavity simulation. An

extra factor of (Qa −Qtot)/Qa multiplies equation 7.25 to account for the

non-radiative component of the cavity losses in the derivation of equation

7.25 where Qa is the Q factor that accounts only for non-radiative losses

and Qtot is the total Q of the cavity mode. For this and the other cavity

geometries, the in-plane losses were found to be negligible compared to the

far field losses.

For some simulations the agreement with the semi-analytic theory is

Table 7.1: Cavity Field Enhancement Parameters

Design Wavelength(nm) Q Vm ((λ/n)3) η |Ec|2 Calculated |Ec|2 Simulated

L3 Basic 1110 1655 .679 .096 193.48 191.52

L3 Shrink 1122 17444 .907 .015 253.28 255.35

L3 86 deg. 1084 931 .743 .105 114.29 96.30

L3 Abs 1110 902 .719 .095 54.11 62.92

quite good(∼%5) where as for others there is a discrepancy of up to %25.

This discrepancy likely results from errors in the calculation of the exact

far field coupling efficiency, which can be sensitive to simulation param-
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eters, or difficulties in accurately producing a purely Gaussian excitation

source due to simulation imperfections.

7.4 Excitation Volume Reduction

Microcavities have the additional advantage of exhibiting greatly re-

duced mode volumes as compared to diffraction-limited excitation in bulk

material. Excitation volume typically plays a significant role in achieving

a high signal-to-noise ratio in scanning confocal microscopy of single emit-

ters. This results from the fact that single emitter luminescence typically

saturates at a fixed optical input power whereas most background contri-

butions scale linearly with power and excitation volume [171]. For a given

optical intensity distribution with its maximum at the position of the emit-

ter, a smaller excitation volume yields less bulk background emission[172],

leading to better signal-to-noise ratios and reduced multi-photon emission

probabilities in single photon sources. As has been demonstrated previ-

ously with III-V quantum dot systems [148], exciting higher order modes

coupled to the defects absorption sideband in conjunction with collection

from a fundamental mode coupled to the ZPL may facilitate the efficient,

background free production of single photons from individual defects with

lower probabilities of multi-photon generation. A reduced excitation vol-
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ume can also limit the number of locally excited background charge fluctu-

ations that induce spectral diffusion of the single emitter’s relevant optical

transitions.[48] [49]

The excitation volume of a focused Gaussian beam in a bulk material

is approximated by the expression[173]:

Vm = 3.28
(π

2

)3/2 nw3

NA
(7.26)

where n is the index of refraction and w is the beamwaist given by the

expression for the minimum spot radius:

wmin =
.61λ

NA
(7.27)

For the objective lens (NA=.7) used in this work, the ideal beam waist,

and the index of refraction of 2.64 for SiC, this yields an diffraction limited

excitation volume in the bulk of 22.04 µm3.

For an ideally focused input beam exciting a thin 300 nm film like

those used in this work, the intensity profile along the optical axis is set by

the thickness of the membrane and is reduced to approximately .44 µm3

However, due to optical aberrations or non-optimal filling of the mi-

croscope back aperture, the spot size can deviate from the ideal, diffraction

limited value. We performed a beam profiling measurement by scanning

our excitation spot over the edge of an alignment mark consisting of a void
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adjacent to a freestanding membrane and measure the reflectance versus

position. This results in a knife edge measurement of the beam diameter

and measure a beam waist of 1.1 µm at the sample surface by fitting the

reflectance to an error function. For bulk and thin film excitation, this

beam waist yields an excitation volume of 32.41 µm3 and .57 µm3, respec-

tively.

Excitation of the local photonic cavity, however, provides an effective

mode cleaning with respect to the input beam. For a given local inten-

sity maximum, the cavity yields a mode volume of .050 µm3 for the basic

L3 cavity design without Q optimization, irrespective of the input profile

for resonant excitation (although the input coupling efficiency varies be-

tween different input profiles). Additionally, the actual excitation volume

is further reduced by taking into account the lack of overlap between the

emitters in the material and the evanescent fields of the mode present in

the holes and just outside the surfaces of the membrane. The excitation

volume of the cavity Vec is defined as the fraction of the mode volume con-

fined to the active material, the ”confinement factor” Γcv, multiplied by the

mode volume: Ve = ΓcvVm. For the basic L3 cavity, we calculate a value of

Γcv = .91. Thus, in this instance, we produce a 706-fold reduction in the

excitation mode volume as compared to bulk and an 12.4-fold reduction
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in the excitation volume with respect to the unprocessed film. Table 7.2

summarizes these values.

Table 7.2: Excitation Volume Comparisons

Structure Ve (µm3) Ve/Vec

Bulk, ideal 22.04 480

Thin film, ideal .44 9.59

Bulk, measured 32.41 706

Thin film, measured .57 12.4

Cavity (Vec) .046 1

Table 7.2. Comparison between the excitation volumes for different sample

geometries for ideal diffraction limited excitation optics and for the mea-

sured beam parameters.

Figure 7.2 compares the intensity profiles of the Gaussian excitation

beam used to excite the cavities and the cavity mode.

7.5 Experimental Details

All measurements were performed in a home-built scanning confocal

microscope outfitted with a helium flow cryostat capable of achieving tem-

peratures between 5K and 300K (see Figure 7.3). A 60x window corrected

microscope objective with a numerical aperture of 0.7 was used to excite
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Figure 7.2: (a) A linecut of the field intensity along the dashed white line delineating

the x-direction in (b) and (d) comparing the cavity mode to a Gaussian excitation beam

with a waist as measured in our experimental configuration. (c) Simulated field intensity

distribution of the basic L3 cavity mode. (d) A linecut of the field intensity along

the dashed white line delineating the y-direction in (b) and (d) comparing the cavity

mode to a Gaussian excitation beam as described above. (d) Simulated field intensity

distribution of the focused Gaussian excitation beam used for the field enhancement

calculations and simulations.
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the sample and scattered light and PL were collected back through the

same lens. The 1 mm thick cryostat window was anti-reflection coated for

the near infrared to minimize loss of excitation power and PL due to the

window interfaces. The cryostat is kept fixed and the excitation is spatially

scanned with respect to the sample through the use of a series of mechani-

cal stages for coarse positioning and a fast steering mirror (FSM) for finer,

higher bandwidth (up to 580 Hz) spatial scanning with ∼1 µm resolution.

A periscope mounted on the objective stage prevented the excitation beam

from moving off the back aperture of the microscope objective during lat-

eral positioning. A lens pair between the FSM mirror and the microscope

back aperture performed the same function for FSM spatial scanning. A

white light source and CCD camera were used for wide field imaging of the

sample surface and could be added or removed from the optical path with

a beamsplitter on a flip mount.

The helium flow cryostat included custom installed microwave coax-

ial cabling to deliver microwave signals to the sample space. The sample

was mounted on the end of a copper coldfinger with a coaxial cable ter-

minated at a gold-plated printed circuit board stripline. The stripline was

wirebonded directly to on-chip metalization pads to provide strong, local

microwave fields at the location of the photonic crystal cavities. On-chip
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Figure 7.3: Schematic of the modified confocal microscope setup.

metalization was necessary in order to achieve AC magnetic fields strong

enough to induce Rabi oscillations with periods comparable to the rela-

tively short T ∗2 time of the defects’ ground state transitions (∼50 ns). The

setup also included a Neodymium magnet mounted on a goniometer stage

capable of providing up to 700G magnetic fields along the <111> defect

axis, although the measurements in this work were performed at zero mag-

netic field.

A 1060 nm fiber coupled diode laser was used for off resonant excita-

tion of PL through the defects absorption sideband. A <300 kHz linewidth
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Littman-Metcalf tunable diode laser with a wavelength range of 1090-1180

nm was used to resonantly excite the defects’ ZPL transitions (centered at

1118 nm) or for exciting cavity modes and cross-polarized resonant scatter-

ing spectroscopy[174]. In order to compensate for wavelength-dependent

power output from the tunable diode laser, we utilized an active feedback

loop using a power meter and variable filter wheel in order to reduce out-

put power fluctuations to below 1 percent of total power. A series of short

pass filters removed spectral emission from the laser that fell within the

detection wavelength range (λ > 1175 nm). This was especially crucial

for removing unpolarized gain medium fluorescence output from the tun-

able diode laser as this emission swamped the PL signal in the absence of

careful filtering. Mirrors on flip mounts in both the 1060 nm and tunable

diode laser path allowed both beams to be passed through an acousto-optic

modulator with a 10 ns rise time for time-dependent measurements.

The excitation beams passed through a polarizing beamsplitter (PBS)

and the cross-polarized PL and scattered laser light were reflected by the

beamsplitter to a series of filters and detectors. A half-wave plate in the

excitation path prior to the PBS rotated the incident beam’s polarization

to maximize transmission through the beamsplitter and to the sample.

The samples were mounted with the cavity axis (and therefore, far field
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emission polarization) at 45 degrees with respect to the input laser po-

larization to enable cross-polarized resonant scattering spectroscopy. For

off-resonantly excited PL measurements that required analysis of signals of

both polarizations or for larger signals, the PBS was replaced with a 1064

nm dichroic beamsplitter.

For on-resonant (ZPL or cavity) excitation of PL, a series of 1150 and

1175 nm long pass and long-wave pass dichroic filters in the collection path

spectrally rejected the excitation laser light and the gain medium fluores-

cence originating from the laser cavity. For off-resonant PL measurements,

the filtered 1060 nm diode laser signal was passed to a photodiode in order

to provide a 20 µm by 20 µm spatial reflectivity map for determining the

position of the cavity prior to obtaining a PL spectrum. Alternatively, for

cross-polarized resonant scattering spectroscopy, the filters were removed

and scattered laser light was passed to a photodiode. An optical chopper

incorporated into the excitation path was used as a reference signal for

lock-in detection at ∼ 1 kHz.

A 1m focal length spectrometer was used to obtain sample PL spec-

tra and as a scanning monochromator with ∼.1 nm resolution around 1100

nm. A single or multimode fiber passed PL from the collection path to the

input of the spectrometer. Wideband spectra were obtained with an In-
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GaAs CCD array in conjunction with an electronic shutter for background

subtraction. When using the spectrometer as a scanning monochroma-

tor, the light was collected out of an alternate exit port, collimated, and

focused into a single mode fiber leading to a superconducting nanowire

single photon detector (SNSPD). Alternatively, for PL excitation measure-

ments where the entire phonon sideband was detected, the filtered PL was

fiber coupled directly to the SNSPD. A fiber-based polarization rotator

matched the signal polarization to the optimal detection polarization of

the SNSPD. The SNSPD operated in a liquid helium bath at an operating

temperature of 1.8K. It demonstrated a quantum efficiency of ∼25%, a rise

time jitter of < 50 ps, and a maximum counting rate of up 100 MHz. The

high bandwidth of this detection method allows for measurements of fluo-

rescence dynamics on fast time scales. These time scales are inaccessible to

the sensitive but low bandwidth (20 Hz to 1 kHz) femtowatt photoreceivers

previously used for studying SiC defects.

For time-dependent measurements, a combination a pulse pattern gen-

erator, a function generator, and a digital delay generator were used to

synchronize the acousto-optic modulator, microwave switches, and photon

counting hardware. A microwave signal generator produced continuous

wave (CW), GHz range microwave signals that were used for CW electron
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spin resonance or passed through a series of microwave switches for pulsed

spin manipulation. Both CW and pulsed microwave signals were amplified

by a high frequency, 30W microwave amplifier and passed through vacuum

tight SMA feedthroughs to the cryostat’s internal coaxial cabling. The dig-

ital delay generator set the timing delay between optical, microwave, and

time correlated single photon counting (TCSPC) unit trigger pulses. The

function generator modulated both the microwave pulses and the routing

of the photon signal pulses to two separate counting channels in order to

subtract non-spin dependent signals from the measured signal. In order

to count the photon signal pulses out of the SNSPD, the pulses were con-

verted to either 20 ns long TTL pulses or NIM pulses to match the input

requirements of the DAQ counters or the TCSPC PCI card, respectively.

7.6 Photoluminescence Signal

Enhancements

We determine the position of the cavity resonances by measuring the

PL spectrum of emitters localized within the cavity under off-resonant 1060

nm excitation. The Ky5 color center emission spectrum consists of an in-

homogeneously broadened ZPL around 1118 nm and a red-shifted phonon
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sideband extending out to approximately 1300 nm. The measured struc-

tures’ geometries are designed such that the cavity resonances fall within

the extent of the Ky5 ZPL, resulting in a Lorentzian-shaped spectral en-

hancement of luminescence at the resonance wavelength (see Figure 7.4).

In order to observe the defects’ response to the cavity resonant excitation,

we tune the excitation wavelength to the cavity resonance peak and col-

lect red-shifted sideband PL. Special care is taken is spectrally filter and

cross-polarize the excitation and collection paths to fully suppress any scat-

tered laser emission from that might couple to the SNSPD. As a result,

we only collect 55% of the total emission sideband (λ >1175). Figure 7.4

shows the basic premise of the cavity enhanced PL excitation spectroscopy

measurement. The inset shows the measured response of the defect side-

band PL as the excitation laser is swept over the cavity resonance. The

total amount of measured PL is greater when the laser is resonant with

the cavity due to enhanced absorption and the spectral dependence of this

enhancement matches the cavity mode wavelength profile as determined in-

dependently by measuring the off-resonantly excited PL spectrum and via

cross-polarized resonant scattering spectroscopy. The Q’s of the measured

structures were typically around 900 with simulated mode volumes of .679

(λ/n)3 and far field coupling efficiencies to external, free space Gaussian
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modes of 9.6% . This same approach for resonant excitation can be ap-

plied to cavities with wavelengths within the defects’ absorption sideband

for applications that require enhanced off-resonant excitation and may be

particularly beneficial for excitation wavelengths that overlap weakly with

the defects’ absorption spectrum.

To determine the total PL signal enhancement with respect to the

unpatterned, released membrane, we perform a series of spatial scans over

the photonic crystal area and compare the overall cavity signal to that of

the surrounding membrane. Figure 7.5 (a-c) shows a series of 15 µm by

15 µm spatial scans over an L3 photonic crystal cavity with a resonance

at 1117.1 nm for the wavelengths designated in the Figure 7.5 (d). The

photonic crystal extent is delineated in the images by the white dashed

lines and the bright spot in the middle corresponds to the position of the

cavity. Figure 7.5 (d) shows the excitation wavelength-dependent PL sig-

nal originating from the cavity location. Figure 7.5 (e) shows a line cut of

the PL map corresponding to the red, dashed line in the part (b). At this

wavelength corresponding to the cavity maximum, the PL signal is approx-

imately Γe ≈ 30 times higher than the PL signal on the membrane, where

we have defined Γe as the ratio of the resonantly excited cavity signal to

the membrane signal at the same excitation wavelength. For H1 designs,
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Figure 7.4: Diagram depicting the cavity enhanced PL excitation scheme. The main

figure shows the off-resonantly excited PL spectrum of an L3 cavity with incorporated

Ky5 emitters at 20K with the fundamental mode of the cavity tuned to the peak of the

inhomogeneously broadened (FWHM of 28.2 nm) ZPL centered at 1118 nm. The small

scale structure in the spectrum is primarily due to detector noise and discrete water

absorption lines. To measure the cavity enhanced excitation, a narrow linewidth laser is

scanned over the cavity resonance while photons from the phonon sideband for λ>1175

nm are collected for detection. The inset shows the PL excitation spectrum measured

using this method.
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Figure 7.5: (a-c) 15 µm by 15 µm spatial scans of the sideband PL intensity signal

for the three different excitation wavelengths depicted in (e)((a) λ1=1115.1nm, (b)

λ2=1117.1nm, (c) λ3=1119.1nm). The white dashed lines indicate the extent of the

photonic crystal. (d) SEM image of the L3 cavity. (e) Linecut depicted in the center

spatial scan by the dashed red line.

we observe a lower maximum Γe ≈ 13 due to a smaller degree of input

coupling for a Gaussian input beam for this design.

A number of differing factors between the bare membrane and the

cavity determine the total signal increase that we measure. These factors

include the magnitude of the cavity field intensity enhancement, the exci-

tation volume, the far field coupling of the sideband PL, local heating of

the structure and many as of yet unknown factors like the effects of surface
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proximity on defect charge stability. Additionally, many of these factors

vary across the excitation volume and thus ensemble averaging prevents a

direct, quantitative comparison with the predicted field enhancement val-

ues. An isolated single emitter within the cavity probed at an excitation

intensity below saturation is necessary for a quantitative comparison.

When measuring color center fluorescence under conditions of reso-

nant excitation, it was crucial that the scattered laser light and laser gain-

medium fluorescence be prevented from dominating the signal measured by

the sensitive superconducting nanowire single photon detector. These mea-

surements were performed in a configuration allowing cross-polarized res-

onant scattering spectroscopy such that the resonant laser was maximally

scattered into the collection path when resonant with the cavity wave-

length. Additionally, the laser cavity gain-medium exhibited un-polarized

broadband fluorescence throughout the photoluminescence spectrum of the

Ky5 defects. In order to suppress these two contributions, we used a series

of 1150 nm short pass filters in the excitation path to eliminate the exci-

tation beam’s long wavelength components and then used a series of 1150

and 1175 nm long pass filters in the collection path to suppress any short

wavelength components in the measured signal. Long pass filtering at 1175

nm passes ∼55 percent of the total spectral weight of the defect emission
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band. Additionally, an extra linear polarizer in the collection path helped

further eliminate scatter that exhibited polarizations that did not coincide

with the linear polarization of the PBS exit port.

As mentioned previously, we observe an increase in the ODMR signal

by a factor that corresponded to the observed increase in signal inten-

sity (see Figure 7.8). This confirms that the increased signal results from

fluorescence, not scattered excitation light. To further corroborate this

conclusion, we also perform the same signal enhancement measurements

at room temperature. Because the defect luminescence is non-radiatively

quenched as the temperature approaches 295K whereas the cross-polarized

resonant scattering signal is observable at all temperatures, this allows us

to determine the contribution to the signal from the scattered laser excita-

tion. See Figure 7.6 for results from the L3 cavity design considered in the

above and Figure 7.7 for the results for an H1 cavity on the same sample

measured under the same conditions.

Figure 7.6 (a) shows the cavity photoluminescence and PL excitation

spectrum for the L3 cavity design discussed in the above. Spatial scans

of the cavity, surrounding photonic crystal, and membrane allow for the

determination of the relative optical response of the sample structure. For

this structure, we observe a photoluminescence signal enhancement of 24
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Figure 7.6: (a) PL (black line) and cavity enhanced PL excitation (blue line and dots)

spectra for a basic L3 cavity at 20K. (b) Spatial map of the sideband photoluminescence

signal under cavity resonant excitation at 20K. (c) Cross-polarized resonant scattering

spectra of the cavity at 20K (blue line and dots) and 295 K (red line and dots). (d)

Spatial map of the sideband photoluminescence signal under cavity resonant excitation

for the same region and experimental conditions as (b).
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Figure 7.7: (a) PL (black line) and cavity enhanced PL excitation (blue line and dots)

spectra for an H1 cavity at 20K. (b) Spatial map of the sideband photoluminescence

signal under cavity resonant excitation at 20K. (c) Cross-polarized resonant scattering

spectra of the cavity at 20K (blue line and dots) and 295 K (red line and dots). (d)

Spatial map of the sideband photoluminescence signal under cavity resonant excitation

for the same region and experimental conditions as (b).
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times the membrane fluorescence (see Figure 7.6 (b)). The cavity reso-

nance shifts by approximately 1 nm between 20 K and 295 K so in order

to accurately determine the signal contribution from resonant scattering

that isn’t completely rejected by the filters, we use cross-polarized resonant

scattering spectroscopy to determine the cavity resonance wavelength at

room temperature (see Figure 7.6 (c)). Figure 7.6 (d) shows a spatial scan

of the same region at room temperature. While the cavity is indeed still

visible as a result of scattered laser light, the measured count rate of 1.5

kCts/s above the background is tiny compared to the signal measured at

low temperature (107 kCts/s). This indicates that the contribution from

the scattered laser excitation in the low temperature measurements is only

1.4% of the measured signal.

Figure 7.7 (a) shows the photoluminescence and PL excitation signal

resulting from an H1 cavity design on the same sample. This cavity design,

in general, exhibits a brighter cavity enhanced photoluminescence signal

under off-resonant excitation than the L3 design due to a greater percent-

age of far field emission into the numerical aperture of the microscope

objective. However, this design also exhibits an anti-symmetric electric

field profile with respect to one axis of the photonic crystal cavity, result-

ing in a much weaker coupling to the Gaussian input beam. As a result,
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the resonantly excited signal enhancement is approximately a factor of 2-3

lower as compared to the L3 cavity (a factor of 13.4, see Figure 7.7 (b)).

This same effect also results in a weaker cross-polarized resonant scattering

spectrum and a more pronounced Fano-type lineshape due to interference

between the reflected and scattered beams as shown in Figure 7.7 (c). Fig-

ure 7.7 (d) shows a spatial scan over the same region at room temperature

with the excitation laser tuned to the peak of the cross-polarized resonant

scattering spectrum. The signal at the position of the spatial cavity is

indistinguishable from the background, corroborating the conclusion that

the low temperature signal is entirely a result of defect photoluminescence

for this structure design.

7.7 Spin-dependent Measurements

The observed PL signal enhancements provide a means to greatly in-

crease the signal amplitude in ODMR measurements that probe the defect

level structure or for sensing applications. In order to perform spin depen-

dent measurements on defects within the cavity structure, we performed

an additional fabrication step that adds a metalization layer to the sample

surface. Figure 7.8 shows an optical micrograph of an array of released
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films patterned with photonic crystal cavities with a 50 µm wide gold wire

positioned 50 µm away from the structure for applying intense local mi-

crowave fields to the sample. Due to the strength of the freestanding SiC

films, the metalization can be applied prior to or after the release step.

Microwave signals are fed through a vacuum tight feedthrough to coaxial

cable internal to the helium flow cryostat and terminate in a stripline that

is wirebonded direct to the sample. The use of on-chip metalization was

found to be necessary for applying sufficiently intense microwave fields in

order to achieve coherent spin manipulation (Rabi oscillations) on time

scales faster than the defects T ∗2 of ∼ 50 ns[121]. Technical limitations lim-

ited our applied π pulses to a length of ∼30 ns.

Figure 7.8 (b) compares the ODMR signal for the same excitation

power with the beam incident on the membrane (red line and dots) and

the photonic crystal cavity (blue line and dots) at zero magnetic field. The

red data is multiplied by a factor of three so as to be visible on this scale.

The overall ODMR signal enhancement matches the PL signal observed for

this cavity (Γe ≈ 20), further confirming that the enhanced signals on reso-

nance originate from defect PL, not scattered laser light. Similar results are

observed in the time domain. By synchronizing pulsed optical excitation

using an acousto-optic modulator with pulsed microwave excitation, we
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Figure 7.8: (a) Optical image of a photonic crystal cavity array with local 50 µm

wide 10 nm/300nm Ti/Au metallization positioned 50 µm away from the cavities for

applying microwave fields for spin manipulation. (b) ODMR signal at 1.319 GHz for the

same incident optical power at a wavelength tuned to the cavity resonance wavelength

on the photonic crystal cavity structure (blue line and dots) and on the membrane (red

line and dots). The red line is multiplied by a factor of 3 for clarity. The peak is

∼20 times larger and is equal to the measured Γe for this cavity. (c) Pulsed ODMR

measurements demonstrating coherent control (Rabi oscillations) for a defect ensemble

within the optical cavity (red line and dots) as compared to the same signal for defects

in the membrane at the same distance from the metalization under the same excitation

conditions (black line and dots). The blue line and dots shows the same measurement

for defects within the membrane for a higher excitation power with an added offset for

clarity. A π pulse corresponds to approximately 30 ns.
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observe coherent Rabi oscillations between the ms = 0 and ms = ±1 sub-

levels of the defect’s ground states for emitters excited via the cavity or in

the bare membrane, as shown in Figure 7.8 (c). As with continuous wave

ODMR, the Rabi oscillation signal amplitude is greatly enhanced under

resonant excitation due to a combination of brighter PL and faster ground

state spin polarization. These large signal enhancements may find applica-

tions in on-chip sensing architectures where significant losses in power can

result from free-space to on-chip coupling or for studying the variation in

spin properties for defects with differing strain environments resulting in

distinct ZPL wavelengths or polarizations.

7.8 Studying Inhomogeneity

In addition to improving measurements of single emitters, cavity en-

hanced PL excitation spectroscopy on the inhomogeneously broadened ZPL

of a large ensemble can facilitate studies of spectral inhomogeneity.[89] Uti-

lizing the cavity for enhanced collection and excitation with a small mode

volume as compared to the membrane facilitates the isolation of a smaller

number of spectral lines within a given spectral window due to the fact that

this spectral fine structure and its emission polarization can vary through-
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out the crystal due to random local structural defects. [145]

All samples measured earlier in this chapter were implanted at a rela-

tively high ion implantation dose of 1013 cm−2. As discussed in [157], this

dose was observed empirically to produce the brightest defect PL signal

for the range of doses we tested (1010 cm−2-1015 cm−2). Higher doses were

found to decrease the overall defect signal, indicating that above 1013 cm−2

the sample may exhibit more non-radiative pathways or the bulk proper-

ties are changed in such a way as to suppress defect formation. For the ion

dose measured in the above (1013 cm−2), the combination of a high defect

density and random local strain resulting from the proximity to the silicon

growth interface results in a large degree of inhomogeneous broadening of

the defect ensemble ZPL. The FWHM of the ZPL in this sample was 28.2

nm. For the same implantation dose in a 3.85 µm thick film the FWHM

was measured to be 4.6 nm. Figure 7.9 compares ZPL spectra of thick

film and a thin film for the same implantation dose. The spectral density

of the broadened ZPL exhibited an approximately Lorentzian lineshape,

although some discrete features result from moisture in the air throughout

this spectral range. While the inhomogeneous broadening present in the

material grown close to the silicon interface may be detrimental to future

applications, the material farther from the interface shows significantly

225



Figure 7.9: Extracted ZFS for defects excited at different wavelengths throughout

the inhomogeneously broadened ZPL (black line and dots) and the corresponding PL

spectra for a 300 nm thick film (solid blue line) and a 1 µm thick film (dashed blue line)

implanted and annealed under identical conditions at an ion dose of 1013 cm−2.

improved crystalline quality. Accordingly, the ability to easily back etch

through the silicon substrate using wet etches or the Bosch process allows

for one to produce photonic structures in higher quality material at the

top of a thick grown film.

Resonant excitation provides a means to study this inhomogeneity

through techniques like spectral hole burning or fluorescence line narrow-

ing. We utilize this resonant excitation to selectively excite a spectrally

narrow distribution of defects within the ZPL in an unprocessed mem-

brane following the same methods used in the above for PLE. Figure 7.9
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also shows the results of this selective excitation as applied to studying the

ground state optically detected magnetic resonance (ODMR) spectra of the

defect subensembles. The black line and dots show the resulting variation

in zero field splitting (ZFS) measured for spectrally distinct subensembles

plotted vs. excitation wavelength. The ZFS and the ZPL energy corre-

late as a result of the strain dependence of the ground state and excited

state Hamiltonian of the defects. The ZFS shifts by 10 MHz between 1108

nm excitation and 1128 nm excitation resulting in a shift of .5 MHz/nm.

Additionally, the ODMR linewidths vary by 30-40% over this same exci-

tation wavelength range (see Figure 7.10). While a quantitative analysis

of the exact details of this shift is difficult without a more precise knowl-

edge of the local strains involved, this provides an example of the types

of spectral inhomogeneity that can be more easily studied with the signal

enhancements provided by enhanced cavity resonant excitation and has

been observed previously in NV center systems.[89]

In lower implantation dose samples (1012 cm−2), the defect ensemble

ZPL no longer exhibits a smooth Lorentzian lineshape. Instead, as shown

in Figure 7.11, the spectrum exhibits polarization-dependent fine struc-

ture. While water absorption still affects this spectrum, this lower dose

shows a series of pronounced discrete emission lines on top of the broad-
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Figure 7.10: Extracted ODMR linewidths for defects excited at different wavelengths

throughout the inhomogeneously broadened ZPL. The blue line shows the inhomoge-

neously broadened ZPL measured for a sample implanted at an ion dose of 1013 cm−2.

The blue line and dots depict the variation in the ODMR linewidth for different exci-

tation wavelengths for a sample implanted at a dose of 1013 cm−2. The red line and

dots depict the variation in the ODMR linewidth for different excitation wavelengths

for sample implanted at a dose of 1012 cm−2.
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ened ZPL distribution. This behavior becomes clearer when the emitters

are present inside a cavity. Figure 7.11 shows the spectrum of a typical

H1 cavity in a 300 nm thin film implanted at an ion dose of 1012 cm−2.

In this case, we focus on the H1 cavity design because even though it

exhibits suppressed coupling to far field Gaussian modes, the overall emis-

sion pattern is weighted more heavily within the solid angle subtended by

the numerical aperture of the objective lens, producing a ∼10x brighter

off-resonantly excited PL signal as compared to L3 structures within the

same sample. While these narrow lines are visible in the bare membrane,

the overall signal intensity is very low (∼2-5 counts per second above the

background-see Figure 7.11), making it difficult to perform measurements

on feasible time scales. The cavity enhances the collection efficiency by

approximately a factor of 10 for our H1 design, but only for spectral lines

within the linewidth of the cavity and for emitters whose polarizations cou-

ple to the local cavity mode polarization (see Figure 7.12). This assists in

isolating and enhancing these spectrally distinct emission lines. No narrow

emission lines are observed for cavities turned to the phonon sideband due

to the large homogeneous broadening in the sideband transitions. Addi-

tionally, the use of cavity resonant excitation as described previously allows

for even further increases in signal strength as compared to off-resonantly
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Figure 7.11: Vertically polarized (red line) and horizontally polarized (blue line) fine

structure within the Ky5 ZPL in a 300 nm thick membrane implanted at an ion dose of

1012 cm−2.

excited PL and also excites only emitters thats are contained within the

small mode volume of the cavity and match the local cavity polarization.

Figure 7.13 shows a plot comparing cavity resonant PL excitation

spectroscopy with PL measurements on the set of narrow emission lines

coupled to a cavity resonance shown in Figure 7.12. The cavity resonant

PL excitation technique has a resolution of ∼300 kHz while the resolution

of the spectrometer and CCD combination was measured to be 25 GHz

(.1 nm). This measurement confirms the ∼25 GHz linewidth observed for
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Figure 7.12: Off-resonantly excited PL spectrum of a representative H1 cavity in a

thin film implanted at an ion dose of 1012 cm−2.

the narrowest lines that we observed. Additionally, the count rates corre-

sponding to the PL excitation measurements are significantly higher than

the count rates for off-resonant excitation with spectral filtering for com-

parable excitation powers. The PL excitation scans shown in Figure 7.13

were obtained for a ∼1.5 µW incident on the sample while the off-resonantly

excited PL spectrum was obtained ∼3.2 mW incident power. For a typical

narrow line enhanced by the cavity mode, no PL signal above the detector

dark counts (∼10 cts/s) can be observed for off-resonant excitations pow-

ers below ∼100 µW. For the PL excitation measurement depicted in Figure

7.13, the feature at ∼1115.1 nm exhibits ∼1400 cts/s for 1.5 µW incident
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Figure 7.13: Comparison between the PL excitation (black line and dots) and PL (red

line and dots) spectrum of the narrow emission lines coupled to the H1 cavity mode

depicted in Figure 7.12.

power.

We speculate that these narrow spectral lines originate from sub-

ensembles of defects within the inhomogeneously broadened ensemble that

experience similar local strain environments. Figure 7.14 compares a typ-

ical PL spectrum in this sample to the cross-polarized resonant scattering

measurement on the same structure, confirming that this fine structure is

not a high Q resonant mode. Furthermore, Figure 7.15 shows the same

PL excitation spectrum measured previously in Figure 7.13 as compared
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to another spectrum taken at a higher power. If these narrow lines do re-

sult from subensembles consisting of a smaller number of defects, then they

should exhibit saturation at higher powers and the signal should eventually

be dominated by defects that are off-resonantly excited (i.e. still respond-

ing linearly), leading to a smooth absorption spectra. We observe that

under off-resonant excitation, these narrow peaks don’t begin to saturate

until approximately 5 mW. Figure 7.15 confirms this behavior and shows

that the cavity resonant PL excitation spectra exhibits the lineshape of the

cavity mode at higher excitation powers (∼37.5 µW). Figure 7.16 shows a

wider cavity enhanced PL excitation scan of a similar cavity taken at higher

excitation power (∼75 µW) as compared to the off-resonantly excited PL

spectra from the same cavity.

7.9 Photoluminescence Dynamics

In addition to providing enhanced signal intensities, the excitation en-

hancement provided by the resonant cavity can also be used to enhance the

rate of optically induced spin polarization in the defects’ ground state. To

observe this enhancement, we measure the time-dependent response of the

defects PL in conjunction with interleaved microwave π pulses. A series
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Figure 7.14: Comparison between the PL (black line) and cross-polarized resonant

scattering spectra (CRPS)(blue line and dots) for an H1 cavity that exhibits narrow

emission lines.

Figure 7.15: PL excitation spectra for the H1 cavity in Figure 7.12 for an incident

power of 1.5 µW (blue lines and dots, rescaled for clarity) and 37.5 µW (red line and

dots).
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Figure 7.16: Comparison between the PL spectrum (black line) and PL excitation

spectrum (blue line and dots) for an incident power of 75 µW for a typical H1 cavity in

a sample implanted at an ion dose of 1012 cm−2

of optical pulses with a variable length from 250 to 1500 ns are applied to

excite the system from the ground state to the excited state where they

experience a spin-dependent chance to relax back to the ground state via

the intersystem crossing (ISC) transitions. As a result, for a period of time

immediately after the turn-on of the optical pulse, the system will fluores-

cence more or less brightly depending on the degree of ground state spin

polarization immediately prior to the optical pulse. Prior to half of the

optical pulses, we apply a microwave π pulse to invert the ground state

spin polarization. We collect the PL signal for a fixed time period of 100

ns immediately after the turn-on of the optical pulse and measure the dif-
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ference in PL resulting from optical pulses that immediately followed a π

pulse and those that did not. This differential PL signal provides a relative

measure of the ground state spin polarization which is dependent on the

length of the optical pulse. The same intersystem crossing process that

allows for spin-dependent optical state readout also polarizes the ground

state spin such that lengthening the pulse produces a higher degree of

ground state polarization. [44] [96] Additionally, a more intense laser pulse

also induces more optical cycling to the excited state and therefore a faster

rate of ground state polarization. A ’dark’ period of at least 500 ns follows

every optical pulse to allow for population with in the ISC to fully relax

to the ground state.

Figure 7.17 (a) shows the time-dependent difference in PL between a

system initially prepared in either the ms = 0 state or the ms = ±1 states

for two different excitation rates, as predicted by a PL dynamics model

based on those used to model NV center fluorescence.[44] The figure also

depicts the measurement scheme described above and the approximately

exponential decay of the difference signal for laser pulse lengths longer

than the collection time. This corresponds to an exponentially saturating

ground state spin polarization and exponentially saturating PL difference
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Figure 7.17: (a) Schematic indicating the difference in PL signal for the model of

optical dynamics that is expected to apply for the Ky5 defects for two different excitation

powers. The red lines depict exponential fits to the limiting behavior of the dynamics.

The black curve is offset for clarity. (b) Simulations of the measured PL difference

signal for the variable laser pulse length measurement indicated in (a) for two different

excitation powers. (c) Measured PL difference signal for an ensemble of Ky5 defects

within a basic L3 photonic crystal cavity excited on resonance (black line and dots)

as compared to an ensemble excited at the same power and wavelength within the

unpatterned membrane at the same distance from the metalization (blue line and dots).

signal measured within the collection time. Figure 7.17 (b) shows the re-

sults of simulations of this difference signal for varying laser pulse lengths

for two different excitation rates based on this model. Figure 7.17(c) shows

the results of this measurement scheme for defects within a photonic crys-

tal cavity excited on resonance with the mode and defects incorporated

into an unpatterned membrane. The observed saturation behavior quali-

tatively matches the modeled behavior and exhibits an enhanced rate of

ground state polarization from ∼500 ns to ∼280 ns. This rate enhancement

is relatively small because of the transitions are near saturation and would
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be more significant for lower excitation rates.

While the variable laser pulse length measurement does provide a

measure of the polarization rate of the defects, time correlated single pho-

ton counting (TCSPC) techniques are a more common method of measur-

ing PL dynamics. Both methods exhibit different advantages and disad-

vantages for a variety of experimental parameters like count rate, pulse

sequence repetition rate, timing precision, etc. Here we utilize TCSPC

measurements to confirm the behavior observed with the variable laser

pulse length measurements and provide further qualitative insight into the

spin-dependent PL dynamics of the defect states. These measurements do,

however, suffer from effects resulting from ensemble averaging and further

detailed measurements on single defects or ensembles are necessary to ac-

curately determine exact details of the system.

Figure 7.18 shows the pulse sequences utilized for the variable laser

pulse length and the TCSPC measurements. For the variable laser pulse

length measurements, the repetition rate of the experiment is set by a func-

tion generator that produces a square wave with a 5 microsecond period

that alternatively routes photon count pulses through a microwave switch

to two separate counting channels of a DAQ; one channel counts photons

from optical pulses that were immediately preceded by a microwave π pulse
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and the other channel counts photons from optical pulses without the π

pulse. This subtractive measurement removes any non-spin dependent time

dynamics and avoids low frequency noise and drifts. The function genera-

tor also triggers a pulse pattern generator and digital delay generator that

send pulses to a series of microwave switches set the collection time of 100

ns, the microwave pulse length of the π pulse to drive population from the

ms = 0 states to ms = ±1 states, and to gate the pulsed optical excitation.

The measurement is averaged over many repetitions of the pulse sequence.

For measurements performed on the cavity, a feedback loop scans and re-

positions the laser spot at the position of the cavity between each sequence

repetition.

For TCSPC measurements, a function generator is used to produce a

pulse to trigger the synchronization input of the TCSPC PCI card (Becker

and Hickle SPC630) at a rate determined by maximum measurement span

of the card (2 µs). A synchronization output of the function generator

triggers the pulse pattern generator which is used to gate the AOM ’On’

for two 500 ns time periods separated by 500 ns and generate a microwave

π pulse with a microwave switch. The SNSPD generates an asynchronous

photon count rate that is attenuated to 1 percent of the measurement rep-

etition rate of 500 kHz to avoid skewed statistics resulting from electronics
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Figure 7.18: Pulse sequences for ground state spin polarization dynamics measure-

ments performed by varying the excitation laser pulse or using TCSPC methods.

dead time(the ’pile-up’ effect). While this method of observing time depen-

dent PL is more straight forward to interpret than the variable laser pulse

length method, it suffers from a limited timing window of 2 µs set by the

TCSPC card, low count rates to avoid the pileup effect, and non-linearities

in the Time-to-Amplitude converter that can obscure the data.

We also in the course of the work performed PL lifetime measure-

ments on the defect emission band with pulsed, off-resonant excitation at

920 nm using a mode locked Ti:Sapphire laser. Because the pulse repetition

rate exceeded the maximum synchronization rate of the photon counting
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card and the inter-pulse period was comparable to PL lifetime, we used an

electro-optic modulator pulse picker to reduce the inter-pulse spacing to

about 130 ns. PL decay curves were obtained using the TCSPC photon

counting unit. The signal counting rate is again reduced to roughly 1 per-

cent of the synchronization rate to avoid statistical errors.

Figure 7.19 shows the time dependent PL for the first 350 ns of a

laser pulse with a π pulse immediately preceding it as measured for de-

fects excited on the cavity resonance (blue points) and for defects within

the unprocessed membrane (navy points). The PL increase shows approx-

imately exponential behavior as the defects are optically pumped into the

ms = 0 state, similar to what was observed in the variable laser pulse length

measurements. The cavity polarization time constant is ∼73 ns while the

membrane time constant is ∼169 ns. This degree of enhancement of the rate

of polarization is similar to what was observed with the previous method.

To confirm that the variable laser pulse length dynamics result from

spin-dependent optical pumping into the ms = 0 ground state, we perform

a control measurement without the interleaved π pulse. This measurement

is shown in Figure 7.20. As expected, there is no difference in time depen-

dence between the pulses, thus resulting in no observable time-dependent

difference signal. Similarly, no difference is seen between the two pulses
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Figure 7.19: Saturation of PL intensity demonstrating ground state spin polarization

dynamics for the bare membrane (navy line and dots) and cavity (blue line and dots)

under identical excitation conditions as measured with TCSPC.

using TCSPC methods if no π pulse is applied during the pulse sequence.

Direct measurements of luminescence dynamics performed using

TCSPC methods can also provide insight into the details of optical polar-

ization dynamics of the defects[96]. A completely accurate determination

of details of the optical dynamics of the defects is beyond the scope of

this work but we do note qualitative agreement between our data and a

model consisting of the seven level model originally proposed by Manson

et. al.[44], albeit with modified values for the exact model parameters.

This model’s assumed level structure and various input parameters are de-
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Figure 7.20: Variable laser pulse length measurements of the ground state spin polar-

ization dynamics with resonant cavity excitation with (black line and dots) and without

(navy line and dots) the interleaved microwave π pulse.

fined in Figure 7.21.

Levels 1 and 3 represent the ms = 0 ground and excited states.

Levels 2 and 4 consist of the ms = ±1 ground and excited state levels and

are grouped together to form a degenerate doublet with equal sets of rates.

Level 5 consists of the intersystem crossing levels. The model consist of a

series of classical rate equations defined by

dni
dt

=
∑
j

kijnj − kjini (7.28)
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Figure 7.21: Electronic level structure used for rate equation modeling.

where ni represents the occupation probability of a given level and kij rep-

resents the transition rate from level i to level j. All transitions are treated

as radiative so that all rates from a lower energy level to a higher energy

level are zero except for k13 and k24 which represent the optical excitation.

Once the transition rates have been chosen, the resulting dynamics can be

easily generated by a numerical ordinary differential equation solver.

The excited state to ground state transition rates can determined from

the TCSPC luminescence lifetime measurements described above. Figure

7.22 shows the results of such measurements at 20K for a 300 nm thin
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Figure 7.22: Fluorescence decay curve of the Ky5 luminescence band.

film implanted at an ion dose of 1012 cm−2. The decay exhibits a fast ∼

2 ns component that is not atypical of most lifetime decay measurements

[175] and may be related to background PL. The decay also exhibits a ∼13

ns lifetime, similar to the excited state lifetime of the negatively charged

nitrogen vacancy, further corroborating our assumptions that the two sys-

tems have similar electronic structure. This determines rates k31 and k42.

Figure 7.23 shows representative PL dynamics from an unpatterned

1012 cm−2 dose implanted 300 nm thin film. The model qualitatively

matches the behavior of the observed dynamics despite the fact that the

model assumes a population undergoing uniform excitation and the mea-
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surements consist of an ensemble of emitters that may be experiencing

variable excitation powers. For the curves generated in Figure 7.23, the

model also includes the experimental non-idealities such as the incomplete

population inversion resulting from a non-ideal π pulse due to the short T ∗2

time, the incomplete polarization resulting from each pulse, and the pulse

repetition. The pulse repetition is included in the model by iterating the

simulations in sequence using the ending polarization from the previous

sequence. This is repeated until a steady state has been reached. The

model’s results for each pulse are then scaled by the same factor to match

the total signal magnitude. The model qualitatively matches the overall

timescale of the dynamics and the difference in count rates between the

two pulses and produces a measured optimal pulsed ODMR measurement

contrast of ∼3 percent. For the simulation parameters that we determine,

for ideal measurement conditions (a perfect π pulse and longer pulse length

to ensure complete optical polarization) a maximum contrast of approx-

imately 5.5 percent is achievable. Table 7.3 presents the values required

to produce the curves in Figure 7.23. To reiterate, this agreement is only

qualitative and more detailed measurements on single defects or homoge-

neously excited ensembles are required to determine whether or not the

system truly exhibits NV center-like dynamics and if so, what the system
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parameters are.

Table 7.3: NV Center Dynamics Model

Transition Rate(µs−1)

k13 = k24 77

k14 = k23 0

k45 10

k35 0

k51 = k52 40

Table 7.3 Parameters used for the rate equation modeling in Figure 7.23.
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Figure 7.23: TCSPC measurements of Ky5 luminescence dynamics for an applied

optical pulse with (navy line and dots) and without (dark red line and dots) a preceding

π pulse.

248



Chapter 8

Conclusion

The work presented in the previous chapters represents a new direc-

tion for research in defect qubit approaches to solid state quantum infor-

mation applications. This direction focuses on searching for and utilizing

NV center analogues in other materials that may circumvent the pervasive

challenges that are currently holding back progress in NV center-based ap-

plications. Chapters 2 and 3 presented a brief overview the aspects of solid

state defect qubits that are relevant for quantum information applications

and the details of the NV center, the model system on which we base our

studies of defect qubits. Chapter 4 presented some of the first work on

identifying and studying defect qubits based on divacancy and divacancy-

related defects in 4H and 6H SiC. Chapter 5 presented subsequent work

on defect qubits in a very technologically promising form of SiC: 3C SiC.
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Chapter 6 detailed the work we did on producing the some of the first pho-

tonic cavities in 3C SiC and the first ones to incorporate defect qubits into

the structures themselves. Chapter 7 then went on to use these structure

to enhancement measurements of the defects and their ground state spin

sub-levels; this represents one of (if not, the) first uses of high Q, small

mode volume cavities to enhance measurements of defect qubits. All this

work represents an early step along the route leading towards the goal of

expanding the functional capabilities of defect qubit systems for quantum

information or sensing applications. Of course, this alternate route forward

is by no means a given; although other materials or defect systems may

provide some clear advantages over diamond and NV centers, there are

many yet undiscovered ’unknown unknowns’.[176] The primary reason for

taking this risk is the likely possibility that any undiscovered challenges

will be offset by the advantages afforded by these systems. If we knew

what we were doing, it would not be called research, would it? [177]

Although one important milestone has recently been reached in the

discovery of single divacancies [149] and other defect qubits in SiC [30],

much work remains. Very little is known about the properties of these

defects. It still remains to be seen as to how their optical dynamics/ISC

process compares to the NV center, whether the excited state level struc-
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ture is the same (are there any good cycling transitions or are non-spin

conserving transitions significant?), or if they are more or less photostable

than the NV center in bulk and near surfaces. Additionally, practical con-

cerns need to be addressed such as how to enhance the relatively low count

rate (3-5 kcts/s above background) of these single defects, whether de-

vices can really be fabricated more easily in bulk SiC than diamond, and

a definitive identification of the origin of many of the defects has yet to be

performed. This, of course, is no where near an exhaustive list of unknowns

that need to be probed in order to assess the long term prospects of SiC

defect qubit research.

Defect qubits in 3C SiC face some of their own unique challenges. The

most pressing challenge is determining what effects the crystalline defects

that result from the lattice mismatch with silicon have on defect properties.

Spectral inhomogeneity is clearly a potential problem, but this is also true

for fabricated diamond where large residual strains are observed for de-

fects in thin diamond films. Post-release annealing may provide a pathway

towards healing some of the residual lattice imperfections. Furthermore,

homogeneous linewidths and non-radiative recombination must be studied

in order to determine the likelihood that these defects can be reproducibly

used for photonic applications or at room temperature. It should also be
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noted that another defect with an NV center-like spectrum has been ob-

served near the telecom C-band (λ ∼1500 nm) [178] and may act as another

promising defect qubit in a wavelength range for which resonant lasers are

more widely available.

Fabrication of photonic structures in 3C SiC will likely progress rapidly

in the near future. Prior to 2013, there were no reports of resonant cavities

in 3C SiC and now at least four research groups around the country are

actively working on developing these structures for a variety of applica-

tions. Improving the Q’s for the structures we have already demonstrated

can likely be achieved by further process development. As discussed pre-

viously, achieving sidewalls that are more vertical is likely necessary for

achieving Q’s anywhere near the values simulated with FDTD and etching

procedures exist that may allow this [139]. Alternatively, one-dimensional

photonic crystal cavities seem to exhibit less sensitivity to sidewall angle

and may significantly out-perform their 2-D counterparts. In any case, the

structure parameters that have already been demonstrated may be used for

the alternative applications of nanocavities discussed in previous chapters.

The recent discovery NV center analogues and development of de-

vices interfacing with these defects has ushered in an exciting time for

the study of defect qubits. Enough information is available to inform re-
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searchers on the myriad of possible research directions but not so much is

known as to make it difficult to find unexplored pathways forward. Much

work still remains for developing our understanding of these defects and

for incorporating them into photonic, mechanical, and electrical architec-

tures. However, clear potential exists for developing scalable single photon

sources or nanoscale sensors in order to produce some of the first widely

available quantum technologies.
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Appendix A

Cryogenics Tips and Tricks

Here are some tips on working with cryogenics:

• Safety: In general, safety should always be the primary concern.

Cryogenics can be dangerous if not handled properly. Consult any

’Spectromag’ manual or local safety resource for instructions on proper

handling of cryogenics. In general, it is a good idea to always wear

the proper gloves and eyewear in case of a spill or if one has to touch

a particularly cold surface. In particular, vessels for handling liquid

nitrogen occasionally pressurize in such a way that droplets can spon-

taneously ejected from the container and one should be prepared for

such instances.

• Indium: It is not obvious, but metal-on-metal connections are fre-

quently poor thermal junctions. For instance, a temperature increase
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of almost 7K was observed (5K to 12K) at the cold finger of the Cold-

Edge cryostat without proper treatment of the connection between

copper braid connecting to the bottom cold stage and the sample

mount. It is generally a good idea to provide some sort of means

of improving the thermal link. The two most common substances

uses for this purpose are Apiezon N grease and Indium. Both have

their advantages and disadvantages. A detailed comparison has been

prepared by NASA and can be found at [179]. In summary, Indium

is generally preferable if one can provide enough force to the metal

junction. Thin indium foil, however, can be quite expensive.

• Filters: Any constriction through which cryogens flow (like needle

valves or capillary tubes) should be protected as much as possible

with fine mesh brass filters. This is particularly important as a result

of the recent drastic increase in the amount of ice and/or particulates

found in the dewars provided by helium suppliers in North America.

This contamination has led to many hours of wasted research time

and even ruined expensive equipment. McMaster-Carr sells very fine

mesh filters that can be utilized as additional safeguards when fitted

to transfer lines.

• Sample mounting: Proper sample mounting is an art, especially con-
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sidering the diverging opinions on how best to achieve a good ther-

mal and mechanical joint. It is generally very important to make a

careful choice in order to maximize the thermal connection to the

cold finger, minimize the chance that the sample will detach under

thermal cycling, and minimize background fluorescence. I personally

found that rubber cement showed the least fluorescence in the IR as

compared to GE varnish and silver paint under 975 nm excitation,

but was the least reliable for thermal cycling and achieving a good

thermal joint. Silver paint generally provided the best and most re-

liable thermal connection but was messy and difficult to completely

clean away. GE varnish tended to be somewhat fluorescent but fairly

reliable for thermal connections.

• Overpressure: In general, it is a good idea to be mindful of keeping

good overpressures in any cryogenic space in order to minimize any

backflow of oxygen or nitrogen in the air into a space that might

eventually be at liquid helium temperatures.

• Minding leaks: This could be classified under safety but it is generally

true that small leaks are difficult to completely remove so one should

always be weary of warming up any cold space under vacuum. If a

small leak has introduced a significant amount of nitrogen into the
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space that subsequently condensed, this can cause an overpressure

upon warming and provided a thermal pathway between the cold

parts of the cryostat and the outside. In particular, it is a good idea

to flow dry nitrogen over the cryostat window whenever one warms

up in order to minimize condensation on the window which can effect

the AR coating or leave residue.

• Monitor wirebond resistance: It is a good idea to be mindful of what

the room and low temperature resistances are of your completely

wirebonded up sample within your cryostat. Monitoring these values

can clue you in when your wirebonds break or help with troubleshoot-

ing unknown microwave problems.

• Mounting temperature sensors: the type of temperature sensors we

typically use from Lakeshore are intended to be mounted in such a

way that minimizes strain on the sensor and the chance of electrical

shorts. Accordingly, one should typically mount any temperature

sensors with a mechanical means to lightly press the sensor to the

desired substrate, typically with a piece of indium to make a good

thermal contact.

• PCB sample mounts: don’t use them. Always mount directly to

copper to achieve the best thermal link to the substrate for low tem-
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perature measurements.
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Appendix B

Optics Tips and Tricks

Here are some tips on working with optics:

• Safety: It is very easy to stop taking optics safety seriously when

you work around them long enough. A few general safety habits like

never putting your head at table level (assuming one has kept the

beam at table level) and putting up beam blocking shields will go

along way to insuring no one ever damages their eyes. One should

generally be exra careful around IR lasers that are invisible without

an IR viewer.

• Alignment references: Our home built confocal microscope setups are

generally rather complex and utilize a number of mechanical parts to

steer the beam from source to sample. As a result, these setups can

very easily become misaligned due to either human error or laser drift.
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The counteract this, it is a good idea to place a series of alignment

references throughout the setup in order to have an easy means of

realignment without the need to start from scratch. Irises placed at

key points in the setup are a good means to accomplish this and the

use of fiber optics (especially single mode fibers) in the collection

path can minimize the required to ’tweak’ up the signal. The use of

horizontal translation stages at a few key points in the optical path

can greatly facilitate beam steering to compensate for optics drifts.

• Cameras and spectrometers: The spectrometers and CCD arrays

were typically use from Princeton instruments and Acton are very

sensitive and powerful but their firmware can be incredibly frustrat-

ing to interface with. I have generally found that unless you want

to spend a weekend swearing at the camera, spectrometer, and Lab-

view, it is a good idea to setup the camera and spectrometer once

on a dedicated computer and never touch it again, resulting in a

dedicated computer for each camera and spectrometer. We gener-

ally always have enough older unused computers that this is not a

significant drain on lab resources. Other users can couple to the spec-

trometer through a fiber and use a TCP/IP interface to talk to the

spectrometer.
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• Calibrating at-sample polarization: In general, once one has achieved

a particular light polarization through the use of a waveplate, that

polarization will be altered by any optics the beam passes through on

its way to the sample. To fix this, one can use a variable waveplate

on a rotation mount to adjust the polarization until the correct one

is achieved at the sample. To calibrate circular polarization, one can

typically replace the sample with a mirror and use a ’Faraday isolator’

geometry to compensate for deviations from circular polarization.

Linear polarization is a bit easier can be fixed by introducing small

amounts of circular polarization with a variable waveplate. Typically,

linear polarizations won’t be messed up by downstream optics as

long as you stick to horizontal or vertical polarizations (even non-

polarizing beamsplitters will introduce phase shifts to a beam that

isn’t S or P polarized).

• Spectral filtering: Proper spectral filtering can solve many back-

ground issues when dealing with sensitive photodetectors and faint

fluorescence signals. Good long pass filtering is obvious but generally

one should use a series of short pass filters int the excitation path

as well. Many lasers produce significant gain medium fluorescence

that can fall within the spectral window of interest and many optics
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will also fluorescence when excited by your excitation laser. Careful

use of short pass filters goes a long way towards eliminating these

annoyances which can often swamp your signal of interest.

• Pellicles: If funds allow it, pellicle beamsplitters and optics are signif-

icantly easier to use than cube/plate optics. The pellicles eliminate

extra reflections that can sometimes result in one maximizing the

wrong signal or in the case of sample imaging with a white light

source, swamp the image of interest.

• Checking the quantum efficiency of a sensitive detector: Due to the

fact that they are fiber coupled with single mode fibers, checking the

quantum efficiency of a SNSPD can be tricky. The important part of

this task is that one needs to account for all losses and attenuation

resulting from the input coupling, including mode-mismatch with the

single mode fiber. Therefore, one has to take care not to alter the

input mode when setting up the final measurement after calibrating

the input attenuation. This is best accomplished by coupling the

measurement light source out of a single mode fiber before coupling it

into the detector fiber and then altering the input power by adjusting

the input coupling to this additional fiber. This way, you in no way

alter the mode being coupled into the detector fiber because you
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always get a single mode out of a single mode fiber when operating

above the cut-off wavelength. One can measure the power at the

output of this additional fiber via a short free-space path in order

to properly measure the power incident on the attenuation and the

detector for proper signal level calibration.
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Appendix C

Microwave Hardware Tips and

Tricks

Here are some tips on working with microwave hardware:

• Avoiding damage: Many of the CW and pulsed microwave electronics

that we use are sensitive to reflections at their inputs. As careful as

one is to impedance match, it is a good idea to use ample attenuation

whenever possible in order to attenuate back reflections that could

damage something expensive. While I have never seen anything get

destroyed in this manner, I have had high power attenuators used to

damp reflections die presumably due to reflected microwave power.

• Cryogenic attenuators: the use of attenuators at cryogenic tempera-

ture is sometimes useful to provide a thermal link between the central
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pin of the coaxial lines and the shield. However, some attenuators

are made up of materials that go superconducting at low tempera-

tures. Some members of the Martinis group found that attenuators

sold by Boston Electronics do not superconduct at low temperature

and should be used for the above mentioned applications.

• Pulse conversion: It is not uncommon to have to convert between a

positive voltage spike, a NIM pulse, and a TTL pulse for interfac-

ing photon counting detectors with photon counting hardware. Most

TCSPC systems require NIM logic inputs that can be obtained from

SNSPD or APD signals with attenuators and pulse inverters supplied

by Boston Electronics or Picoquant. Converting to TTL from other

pulse shapes is a little trickier. To accomplish this, I found the fol-

lowing work-around: for the SNSPD output (a few hundred millivolt

pulse that is positive-going and a few nanoseconds wide), one can

first pass the signal through a Gaussian (or Bessel) low pass filter (I

used a 30 MHz Bessel low pass filter) and send the input to a fast

voltage comparator that outputs a TTL level. By adjusting the com-

parison voltage, you can adjust the pulse width to the desired width.

This was necessary to alter the SNSPD output in order to produce

a pulse that could be counted by the TTL inputs of the counters
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on the NI DAQ used for photon counting. Gaussian or Bessel fil-

ters are important to minimize ’after pulsing’ that can produce extra

counts. Alternatively, one can sometimes buy direct pulse converters

for making such conversions.

• Pulsed electronics tips: Often one can play tricks to get more chan-

nels out a combination of digital delay generators and triggered func-

tion generators/arbitrary waveform generators. With the amount of

pulsed electronics around the lab, one can generally find some com-

bination of electronics with the right triggering characteristics to get

more channels or more functions if the connection are chosen care-

fully. Furthermore, when combining with other triggered electro-

optic components like the pulse pickers and Coherent synchrolock

system, you can do fun things like implement arbitrary electronic

delay lines.

• Cryogenics: adding coaxial cabling to cryogenic systems can be tricky.

I have generally found it useful to add internal connector mounts at

key stages to minimize the need for replacing the entire cable line if

one part of the line breaks. It is generally a good idea to thermally

sink the cable shielding to cold sections in stages and use stainless

steel cable to minimize the thermal connection between stages. If the
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outside of the cryostat experiences condensation or icing due to the

connection to the cold stages, adding extra stainless steel connectors

can remedy this by increasing the thermal resistance.

• Proper semi-rigid coax connectorization: see the following instruc-

tions adapted from the Martinis group for easy and robust coaxial

cable connectorization (adjust the procedure as needed for the con-

nectors you purchased or per your own personal preferences).

Coaxial Cable Connectorization:

Materials:

1. A clear work space

2. Coaxial cable Make sure that you have more than you think youll need

because mistakes are bound to happen.

3. SMA connectors Digikey part no. ACX1177-ND. Manufactured by

APL Connex, part number 132101. These come individually packaged in

small plastic bags. Each bag should contain a hex nut with a cylindrical

dielectric inside, a center pin, and a small plastic spacer ring.

4. Solder Anything thin enough to fit inside the SMA connector center

pin will work. We used 0.015” solder for the ADR wiring.

5. Solder Flux
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6. Soldering Iron I used a large chisel tip. Temperature = 580 F. Note

that the soldering irons seem to read a lower temperature than the real

value.

7. Razor Blade Make sure its sharp.

8. Small Vice

9. Second Hands Anything that can hold an SMA center pin vertically for

you, like the alligator clips shown in the photographs below.

10. Isopropyl Alcohol

11. Wire cutters

12. Wire bender In the red toolbox in the DR lab. This is basically just

a small circular stump of metal that you use to ensure that the bends you

put in your cable arent too tight.

13. SMA connector toolkit This is in the electronics room in the BNC/SMA

drawer. It contains several tools needed for soldering SMA connectors to

the cable.

14. Some kind of abrasive Steel wool or sandpaper will work.

15. Small pliers

Procedure

1. Cut a length of cable from the stock and bend it into the desired shape:
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Cut the cable to be an inch longer than you need so that if you make a

mistake you can chop the end off and continue. Cables used in cryostats

must have bends in them so that as they are cooled and develop mechanical

stress they don’t rip out their connectors. There should be enough bend

between connection points so that you can easily flex the cable by a few

millimeters.

2. Wipe the cable with isopropyl alcohol: The difference between a good

solder joint and a bad solder joint is often the cleanliness of the involved

surfaces, so make sure the cable is clean before you try to solder anything.

3. Choose an end of the cable to work on and make sure that it is cut flush:

use a large wire stripper to cut the outer conductor of the cable and then

a wire cutter to cut the inner conductor. The end should now be flush. Its

ok if there are some burrs on the end of the outer conductor because you

are about to cut them off.

4. Use the scoring tool to cut a groove in the outer conductor of the cable.

Press the lever in the side of the tool and insert the cable into the hole in

the white plastic face of the tool. Release the lever, and while applying

firm pressure to keep the cable pressed as far as it can go into the tool

rotate the cable (or the tool itself) slowly approximately ten times. (It is

fine to do additional turns to ensure a deeper groove.) A blade inside the
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tool will score a groove in the outer conductor of the cable. This groove

should be 3.6 mm from the end of the cable (This value is approximate

no need to use calipers to measure). If this distance is incorrect adjust the

scoring tool.

a. Loosen the knob on the side of the tool

b. Turn the knob on the face of the tool opposite the hole in which you

inserted the cable. Turn clockwise to reduce the distance of the groove,

counterclockwise to increase the distance. Tighten the knob on the side of

the tool.

5. Break off the outer conductor up to the scored groove: If the groove is

nice and deep this should be easy. With small pliers grab the outer conduc-

tor near the cut edge of the cable and slowly bend. The outer conductor

should break off at the scored groove. Once it does pull the broken part

off with the pliers.

6. Cut off the exposed dielectric: Press the edge of a sharp razor into

the exposed dielectric right where it meets the outer conductor and rotate

the cable so that the razor cuts into the dielectric. Once the dielectric is

completely cut use the razor to push the dielectric away from the outer

conductor and off the center conductor so that it is removed. Be careful

not to cut a groove in the center conductor while completing this step.
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The cable should now have 3.6 mm of exposed center conductor protrud-

ing from otherwise intact cable.

7. Heat the end of the cable and remove any extra dielectric that extrudes:

Hold the soldering iron tip against the outer conductor at the end of the

cable. As the dielectric heats up it will expand and protrude from the cut

end of the outer conductor. When this happens repeat step 6 to remove

this extra dielectric. This step significantly improves the success rate of

step 15.

8. Place a plastic spacer from the SMA connector package onto the ex-

posed center conductor and push it up against the outer conductor.

9. Prepare the center pin: Place the center pin vertically in the alligator

clip second hands so that the hole it pointed upwards. Cut a small piece

of solder, approximately 2.5mm, and drop it into the center pin. Now hold

the soldering iron against the pin for a few seconds to melt the solder.

Make sure there is no excess ball of solder on the outside of the pin. There

is special .3mm OD solder for very small central pins in the electronics area

by the silver paste.

10. Solder the center pin to the exposed center conductor. Place the jig

vertically into the vice with the jig’s clamping mechanism at the top, screw

the center pin holder into the jig, and place the center pin into the center
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pin holder with its hole pointed upward. Apply a small amount of flux to

the center pin. Place the cable into the jig clamping mechanism and close

the clamp loosely around the cable. Let the exposed center conductor of

the cable fall into the center pin. Hold the soldering iron against the center

pin while gently pushing the cable downward into the pin. When the solder

in the pin melts the cable will fall farther downward into the pin. Make

sure that the cable is as far down as it can go, and then remove the heat

and allow the parts to cool. Once cool, check the connection by pulling on

the center pin; it should not come off of the cable. Clean off any remaining

flux.

11. Use abrasive to rough up the outer conductor: This helps improve the

solder joint that you’re going to make.

12. Push the cable into the SMA hex nut: Place the hex nut on the work-

bench with the hold for the coaxial cable facing upwards. Push the cable,

center pin facing downwards, into the hole. It is possible to push the cable

in too far. Sometimes during this step the dielectric in the SMA hex nut

pops out. If this happens use the stop to push it back in. You can keep

the stop in place while you push the cable into the hex nut to keep the

dielectric from popping out.

13. Place solder on the cable: Wrap three turns of solder around the cable
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near the hex nut and cut the loops off from the rest of the spool of solder.

Push these three loops of solder up against the hex nut.

14. Prepare to solder the cable to the hex nut. Take the center pin holder

out of the jig and put the stop in the jig. Feed the cable with the attached

hex nut down onto the stop so that the center pin goes into the small hole

in the stop. Tighten the jig clamp all the way. Firmly screw the stop

upward toward the cable to ensure that the stop is pressed against the

dielectric inside the hex nut. Place solder flux on the four turns of solder

that are sitting above the hex nut; try to get it to go between the turns of

solder and the outer conductor of the cable.

15. Solder the hex nut to the cable: With the soldering iron at ∼580 F, heat

the hex nut near where it attaches to the cable until the turns of solder

melt and fall into the space between the cables outer conductor and the

hex nut. Once this happens squirt isopropyl alcohol on the solder joint to

cool it off so that the center pin doesnt fall out. Another school of thought

on this step is to use a hotter soldering iron to try to get the solder turns

to melt more quickly, but I had more luck with a cooler iron. Note that

when the cable heats up the dielectric inside may extrude out and push

the dielectric out of the hex nut. This is why in step 7 we pre-heated and

cut the dielectric. While heating the connector, moving the iron around
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the circumference several times will help give a more uniform heat profile

which will help the solder flow better. Not doing this can lead to areas

with too little solder opposite the iron.

The connection is now done: Inspect the solder joint for a good connection.

If there’s a problem put the cable back in the jig and try to fix it. If the

center pin falls out or if the dielectric gets pushed out you may have to

cut off the connector and start over. This is why it’s a good idea to cut

the cable longer than you think you need. If everything is good repeat

these steps for the other end of the cable and viola! you have a semirigid

coax. You can use the network analyzer to check that your cables have

good microwave properties.
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Appendix D

Fabrication Tips and Tricks

Here are some tips on cleanroom processing:

• Safety: As with cryogenics, safety is always the first concert. There

are many dangerous chemicals involved in cleanroom processing and

one should never be careless with them.

• Checklists: It is incredibly easy to forget steps in a process, espe-

cially with the odd hours that are often kept by people who frequent

the cleanroom. Checklists provide a reliable means of checking one’s

actions at every step along the way. In general, one should always

double and triple check parameters in order to minimize wasted sam-

ples and time.

• Always check recipes!: When in doubt, check the recipe. Never trust

your gut or do anything with less than 100 percent certainty. You
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will regret any lack of care that will inevitably lead to mistakes.

• Process characterization: Although it can be time consuming(and

sometimes variable), it is generally a good idea to characterize each

step in your process (SEM, AFM, so on) in order to be certain that

the sample is turning out the way it should at each step along the

way. This will often allow you to easily determine what has gone

wrong should a sample exhibit flaws.

• Process reliability: Whenever possible, one should choose process

steps in order to minimize the sensitivity of that step to process

fluctuations that results from sample or tool variations. This is eas-

ier said than done and there is no systematic way to accomplish

this. Nevertheless, one should attempt this whenever possible. For

instance, one step the greatly improved our process reliability was

coating the sample with AquaSave prior to the EBeam writing. This

minimized sample charging effects that resulted from poor electrical

conduction to the sample mount as a result of resist edge beads.

• Cleaning samples: Cleanroom processes like plasma etches can often

leave residues that affect later steps. It is a good idea to clean samples

when it is prudent. Obviously, exposing photoresist to solvents ruins

the process so cleaning also needs to be intelligently introduced into
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the appropriate places in a process.

• Plasma Homogeneity: It is especially important that one achieves

a homogeneous plasma when performing etches on small samples.

Sample edges can affect this homogeneity. It is a good idea to mount

a series of samples of exactly the same height around the etched

sample in order to achieve a plasma that is homogeneous over most,

if not all, of the sample. However, one does need to take care that

the surrounding samples don’t negatively affect the main sample(see

the next point).

• Silicon nanoparticles: The aggressive SF6 etch used to etch SiC also

aggressively etches Si. This process has been observed to coat the

sample in Si or SiO nanoparticles that can result in micromasking.

We generally used thick SiC films to surround the sample in order to

avoid this. Also, exposing the sample to HF and XeF2 at the end of

the process is a good means of removing these particles.

• Bosch process: In order to effectively remove the fluorescence from

the silicon substrate below the 3C SiC layer, I developed a process

based on the Bosch process in order to produce a freestanding mem-

brane. See Figure D.1 for the process flow.
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Figure D.1: Process for creating windows in 3C SiC through a back-etch process.
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The follow tables give the etch recipes used for producing 3C SiC photonic

crystal cavities:

Table D.1: 200W SF6 etch

Parameter Step 1 Step 2 Step 3 Step 4 Step 5 Step 6

BCl3 0 0 0 0 0 0

Cl2 0 0 0 0 0 0

SF6 40 40 40 0 0 0

O2 0 0 0 0 0 0

Ar 0 0 0 0 0 0

N2 0 0 0 100 100 0

Pre. 2.00 .8 .8 2.5 2.5 0

Vacing TM 0 0 :15 :15 0 0

RF Wait TM :15 0 0 :15 0 0

SRC FWD 900 900 900 100 50 0

SRC REF

BIAS FWD 0 0 200 0 0 0

BIAS REF

Dead Time :05 :05 :05 :10 :05 0

EPM None None None None None None

Step Time :05 :05 Etch Time :10 :05 0

Over Etch 0 0 0 0 0 0

Over Etch 0 0 0 0 0 0

Etch rates:

SiC: ∼400nm/min

Ma-N: ∼800nm/min

PECVD SiO2: ∼220nm/min
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Table D.2: 50W SF6 etch (∼200 nm/min)

Parameter Step 1 Step 2 Step 3 Step 4 Step 5 Step 6

BCl3 0 0 0 0 0 0

Cl2 0 0 0 0 0 0

SF6 40 40 40 0 0 0

O2 0 0 0 0 0 0

Ar 0 0 0 0 0 0

N2 0 0 0 100 100 0

Pre. 2.00 .8 .8 2.5 2.5 0

Vacing TM 0 0 :15 :15 0 0

RF Wait TM :15 0 0 :15 0 0

SRC FWD 900 900 900 100 50 0

SRC REF

BIAS FWD 0 0 50 0 0 0

BIAS REF

Dead Time :05 :05 :05 :10 :05 0

EPM None None None None None None

Step Time :05 :05 Etch Time :10 :05 0

Over Etch 0 0 0 0 0 0

Over Etch 0 0 0 0 0 0

Etch rates:

SiC: ∼200nm/min
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Etch rates:

PMMA: ∼500nm/min

ZEP: ∼340nm/min

Ma-N: ∼200nm/min

Aluminum: ∼350nm/min

Etch rates:

SiC: ∼80 nm/min

Here is the complete process recipe we used for producing photonic crystal

cavities:

1. Surround the sample with SiC samples of the same height in order to

produce a uniform etch plasma and to facilitate resist spinning.

2. Etch the sample to the appropriate thickness. For the 200W SF6 recipe,

the etch rate is about 400 nm per minute. Check the thickness with ellip-

someter, perform the appropriate etch combination to reach desired pre-fab

thickness of about 300nm.

3. Perform the implantation and annealing process, if desired.
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4. Deposit 5 nm of titanium to as a stiction layer and to getter any contam-

inants in the evaporation chamber. Deposit 100 nm aluminum in Ebeam

3 at a rate of 1 Angstrom per second. Cap with 10 nm of Titanium (1

A/sec). Be prepared to move the sample to the drybox immediately after

the deposition and spin Ebeam resist as soon as possible.

5. Spin 100% ZEP520 at 5K RPM and then bake at 180 degrees C for

5 minutes to produce an approximately 340 nm thick layer of ZEP Ebeam

resist.

6. Spin AquaSAVE at 3K RPM and bake for 30s at 90 degree C.

7. Write the pattern with the JEOL ebeam writer. Use the 5th lens,

100pA Aperture 3. The approximate dose is 500 uC/cm2 for ZEP520 with

the 100 KeV JEOL.

8. Rinse the sample in DI water for 30s to remove the AquaSAVE. De-

velop the Ebeam resist for 90 seconds in 3:1 MIBK:IPA and rinse for 30

seconds with IPA. Blow dry with N2 and return the sample immediately
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to the dry box. Perform the dry etch as soon as possible after development.

9. Perform the Martinis group BCL3/CL2 etch with the ICP set to SF6

and with the 200W SF6 Process immediately following the Martinis group

etch. The last two CF4 steps in the Martinis Group BCL3/CL2 etch will

instead be performed with SF6 and likely do not matter since they are so

short. The 200W SF6 should be set to etch all the way through the 3C-SiC

layer with some (but not too much) overshoot. Typically our film is about

350 nm thick and we perform a 1 minute process that would etch about

400 nm of SiC. This etches all the way through the SiC film and into the

Si underneath.

10. Strip the photoresist in either acetone or 1165 for at least a few hours.

11. First, leave the sample in aluminum etchant for 15 minutes at 50

degrees C. Then, leave the sample in titanium etchant for 5 minutes at

room temperature. Finally, leave the sample in buffered HF for 5 minutes

to remove any remaining residues and eliminate any oxidized silicon layers

within the holes. This will remove the remaining hard mask materials, any

SiO particles on the sample, and remove the ’nano onion rings’.
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12. At this point, inspect the sample in the SEM. Avoid imaging the

ideal cavities since they may be affected by carbon deposition from the

SEM. Determine the film thickness.

13. Perform the XeF2 undercut etch with the following spec’s: 5 cycles,

pressure: 4 torr, 60s cycle time.

14. To get the sample to the right membrane thickness after the membrane

thickness is determined and the resonances have been observed, perform a

thinning etch for the desired amount of time (we typically used the Ar/CL2

etch with a rate of about 80 nm per minute).

Here is the bilayer lithography process used to metalize the photonic crys-

tal samples:

1. Mount the piece on a carrier wafer with wax surrounded by silicon pieces

of the same height.

2. Dehydration bake the wafer at 180 degree C for 5 minutes.
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3. Oxygen plasma etch the surface for 1 minute using te standard pro-

cess.

4. Perform the bi-layer stepper process: Spin HDMS at 4000 RPM for 30

seconds. Spin LOL2000 at 4000 rpm for 30 seconds. Bake at 180 degrees

C for 5 minutes. Spin SPR955 .9 microns at 4000 RPM for 30 seconds.

Soft bake the sample at 100 degrees C for 2 minutes.

5. Do the standard exposure on the desired row (for single wires) or pat-

tern (for multiple wires).

6. Do a post exposure bake at 110 degrees C for 60 seconds.

7. Develop for 90 seconds in AZ300MIF.

8. Descum for 60 seconds using the standard procedure.

9. Evaporate 10 nm Ti followed by 300 nm of Au in Ebeam 3.

10. Place the sample in 1165 over night and then delicately induce the
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metal to liftoff the sample by agitating the sample and beaker.

11. Descum again for 2 minutes to remove any remaining photoresist.
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Table D.3: Aluminum(BCl3/Cl2) etch (∼350 nm/min)

Parameter Step 1 Step 2 Step 3 Step 4 Step 5 Step 6

BCl3 20 20 20 0 0 0

Cl2 40 40 40 0 0 0

CF4 0 0 0 50 50 0

O2 0 0 0 0 0 0

Ar 0 0 0 0 0 0

N2 0 0 0 0 0 0

Pre. 3.00 .7 .7 2.0 2.0 0

Vacing TM 0 0 :45 0 :45 0

RF Wait TM :15 0 0 :10 0 0

SRC FWD 300 300 300 700 700 0

SRC REF

BIAS FWD 0 0 70 0 20 0

BIAS REF

Dead Time :05 :05 :05 :10 :30 0

EPM None None None None None None

Step Time :05 :05 Etch Time :05 :05 0

Over Etch 0 0 0 0 0 0

Over Etch 0 0 0 0 0 0
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Table D.4: Ar/Cl2(slow SiC) etch (∼80 nm/min)

Parameter Step 1 Step 2 Step 3 Step 4 Step 5 Step 6

BCl3 0 0 0 0 0 0

Cl2 10 10 10 0 0 0

CF4 0 0 0 0 0 0

O2 0 0 0 0 0 0

Ar 40 40 40 0 0 0

N2 0 0 0 100 100 0

Pre. 2.00 .7 .7 2.50 2.50 0

Vacing TM 0 0 :15 0 :15 0

RF Wait TM :15 0 0 :15 0 0

SRC FWD 500 500 500 500 50 0

SRC REF

BIAS FWD 0 0 100 0 0 0

BIAS REF

Dead Time :10 :20 :20 :10 :10 0

EPM None None None None None None

Step Time :05 :05 Etch Time :10 :10 0

Over Etch 0 0 0 0 0 0

Over Etch 0 0 0 0 0 0
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Appendix E

Simulation Tips and Tricks

Here are some tips on proper implementation of FDTD simulations that

are mostly for Lumerical (but some also apply in general to FDTD simu-

lations):

• Use a cluster: FDTD simulations can become very time consuming,

especially when testing for convergence with small time and spatial

steps. Using a cluster will typically provide a large reduction in com-

putation time, largely limited by the ability of the cluster machines

to communicate memory elements. I typically noticed a factor of

reduction in simulation time when using he CNSI Knot cluster as

opposed to a 64 bit dual core, ∼2 GHz processor with 8 gigs of RAM.

• Check your simulations: One should always check any simulation for

convergence by increasing time steps and decreasing spatial resolu-
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tion. This is crucial to achieving reliable results. If one can, they

should also compare to trusted literature examples, although it can

be difficult to be certain that the authors also checked for conver-

gence (I have found examples that made me think otherwise when

checking other author’s result).

• Carefully set up sources: To avoid artifacts and achieve reliable re-

sults, it is a good idea to carefully check the setup of your sources.

When exciting photonic crystal cavity modes with internal dipole

sources, one has to be careful to avoid placing the excitation at a

node of the cavity mode. For external Gaussian excitation, I ob-

served that it was important place he excitation a a large distance

(1-2 microns) from the structure to achieve reliable results. In the

time domain, it is vitally important that one makes sure that the

source has zero field amplitude at the beginning and end of the sim-

ulation time. Otherwise, the field monitor normalizations are not

maintained(which is a big problem for calculating the steady state

optical response of a photonic crystal cavity).

• Apodization: similar the sources, it is important to properly apodize

field monitors to achieve the desired temporal overlap between sources

and field monitors. For determining structure parameters, I avoided
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any temporal between the sources and monitors. For calculating

steady state responses, it doesn’t matter as a result of the field nor-

malization.

• Far field calculations: In order to calculate the field emission pat-

tern of the cavity so as to determine the input coupling efficiency, I

used Lumerical’s far field vector calculation tool to determine the far

field S and P polarization components. I then performed the same

analysis for the input beam. Lumerical outputs a map of the real

and imaginary components of the vector field which I then used to

calculate the mode overlap integral numerically in Matlab.

• Adding in imperfections: Lumerical includes many geometric struc-

tures that are produced through algorithms that can be altered to

induce structure imperfections. Random number generators can be

used to induce random fluctuations or cones can be drawn in place

of cylinders to simulate angled etching. One should run any ran-

domly generated simulations many times in order to generate proper

statistics.
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