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Abstract

Modeling Electronic Properties of Complex Oxides

by

Karthik Krishnaswamy

Complex oxides are a class of materials that have recently emerged as potential candidates

for electronic applications owing to their interesting electronic properties. The goal of

this dissertation is to develop a fundamental understanding of these electronic properties

using a combination of first-principles approaches based on density functional theory

(DFT), and Schrödinger-Poisson (SP) simulations.

The formation of a high-density (3.3×1014 cm−2) two-dimensional electron gas (2DEG)

at polar/nonpolar complex oxide interfaces, such as the LaAlO3/SrTiO3 (LAO/STO) and

GdTiO3/SrTiO3 (GTO/STO) interfaces, has raised tremendous interest in complex ox-

ides. However, the mechanism responsible for the 2DEG formation has not yet been

agreed upon due to various aspects of experimental observations conflicting with the

proposed models. We resolve these conflicts with a consistent model based on polar dis-

continuities, and explain the role played by surface terminations and surface charging.

The study of surface charging using DFT calculations is difficult due to the condition of

maintaining charge neutrality. We overcome this complication by developing a rigorous

and general methodology for computing the energetics of charged surfaces for semicon-
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ductors and insulators. The developed methodology addresses a common problem in

surface science: the exchange of charges between a reservoir and a surface.

Another challenge in the modeling of the high-density 2DEG at interfaces is the

correct incorporation of the electric-field dependence of the static dielectric permittivity

in materials such as STO, which is due to its incipient ferroelectric nature. So far, a

field-dependent dielectric response has not been implemented in any of the commercially

available SP solvers. We develop a methodology, in conjunction with the SP solver

nextnano3, to account for this field dependence selfconsistently with the resulting band

bending in the 2DEG.

Confinement of the high-density 2DEG requires a sufficiently large conduction-band

offset at the interface. Confinement is particularly challenging in complex oxides such as

BaSnO3 (BSO) that have a low density of states (DOS). Using SP simulations of BSO

heterostructures with possible barrier materials (including STO, LaInO3, and KTaO3)

we quantitatively study 2DEG confinement in BSO. The results of the simulations serve

as a guide to engineer barriers for BSO-based heterostructures.

Finally, carrier mobility is another important component determining the performance

of electronic devices. The mobility of electrons in many complex oxides, including STO,

tends to be low (∼ 10 cm2V−1s−1) at room temperature. Recent experimental demon-

strations of high electron mobility (300 cm2V−1s−1) in BSO have, therefore, come as a

surprise to the complex oxide community. Using accurate first-principles calculations, we

study longitudinal-optical-phonon (LO-phonon) and ionized impurity scattering mech-
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anisms in BSO. Our analysis reveals that the low DOS in BSO is the reason behind

BSO’s high mobility in comparison to STO and other complex oxides, which have a high

DOS. The insights gained from the study provide a recipe for identifying or designing

high-mobility complex oxides.

Overall, four different aspects of complex oxides were addressed by the accomplish-

ments in this dissertation: (1) developing a rigorous and general methodology for surface

charging in thin films, which is a common scenario in surface science; (2) correct imple-

mentation of a field-dependent dielectric permittivity in an SP solver; (3) assessing the

carrier confinement in the high-density 2DEG within BSO, which has a low DOS; and

(4) understanding the impact of LO-phonon and ionized impurity scattering mechanisms

on carrier mobility in complex oxides.
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Chapter 1

Introduction to complex oxides

The goal of any civilization is advancement, both societal and technological. The past few

centuries have seen a tremendous number of scientific discoveries and breakthroughs that

have accelerated technological advancements, the most recent of them being the semi-

conductor technology that has made computers ubiquitous in our lives. The field-effect

transistor, which is the basic building block of modern electronic devices, was conceptual-

ized by Julius Lilienfeld Edgar [1] in 1930. However, the beginning of the semiconductor

industry can be attributed to the momentous achievement of three physicists from Bell

Labs: John Bardeen, Walter Brattain and William Shockley, who practically demon-

strated the first transistor [2], a point-contact transistor, in 1947. Later, the advent of

semiconductor integrated circuits, invented by Jack Kilby [3] in 1958, started off the

incredible advances that drove semiconductor devices towards their current form of a

semiconductor chip packed with 5.7 billion transistors. The semiconductor industry de-
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voted the rest of the 20th century to making modern cost-effective and high-performance

electronic devices manufacturable at a grand scale.

At the heart of the semiconductor technology lies silicon, a semiconducting mate-

rial that can be switched between conducting and insulating states by inducing carriers

through current injection or applying a field: the basic working principle of a transistor.

Over the years, most of the efforts have gone towards perfecting the material growth

of silicon, and overcoming obstacles in fabricating denser integrated circuits by packing

smaller and more energy-efficient transistors. Silicon is the second-most abundant el-

ement in the earth’s crust after oxygen. It possesses many properties, such as a high

quality semiconductor-oxide interface and good carrier mobility, that are suitable for

producing high-performance and cost-effective devices. This is a major reason for the

continued dominance of silicon as the primary semiconductor, even after half a century.

Along the way, advances in the semiconductor device technology have continually

impacted advances in computing technologies that have found their place in a diverse

range of applications covering medical, entertainment, finance, and science, including

modeling the behavior of semiconductors itself. We are at a point in time where the

demands of computing technologies have risen above the functionalities that silicon has

to offer. In order to continue advances in computing, an alternative materials technology

that can lead to better computing performance will soon be necessary. The alternative

materials technology could also lead to a much wider and rich range of functionalities that

includes ferroelectricity, superconductivity, magnetism, and metal-insulator transition.
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The integration of multiple functionalities into a single device could lead to the creation

of new avenues in computing. Despite historical cues, this alternative technology need not

necessarily be based on a single material, and indeed no single material could be capable

of offering the wide range of functionalities. Instead, it could consist of a collection of

multiple materials that are inter-compatible and complementary, and their combination

can lead to rich, diverse and perhaps previously unrealizable computing functionalities.

Based on this reasoning, a class of materials called “complex oxides” has recently

emerged as the basis of one such promising alternative materials technology. The first

step towards realizing any new technology is to obtain a fundamental understanding of

the underlying physics associated with the candidate materials. This is no simple task,

especially when the number and variety of materials involved are plenty and novel. This

doctoral dissertation is an attempt from the perspective of electronic applications to

develop such an understanding, and uncover the fundamental physics behind some of the

phenomena observed in complex oxides.

1.1 Complexity in complex oxides: One chemical

formula ABO3, many properties

Complex oxides or “mixed oxides” form a class of chemical compounds that consist

of oxygen as the anion and two or more cations (or less frequently, one element existing

in multiple oxidation states within the same compound) [4]. The number of different
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possible combinations of cations and oxygen not only leads to a variety of stable com-

pounds, but also gives rise to many unique material properties. Although complex oxides

have been known to exist for a long time now, it was only after the discovery of high-

Tc superconductivity [5] in 1986, by Bednorz and Muller at IBM, that intense focus on

the growth and study of these compounds began. Since then, a variety of phenomena

such as ferroelectricity, ferromagnetism, colossal magnetoresistance, multiferroics, metal-

insulator transitions, field-dependent dielectric constant, and formation of a high-density

two-dimensional electron gas (2DEG) at interfaces [4]. From a theoretical standpoint, all

of this diversity and complexity emerges from just the switching and introduction of the

A- and B-site cations. The rich complexity in phenomena observed in these oxides earns

them their name, “complex” oxides.

In this work, we restrict ourselves to the study of the subset of complex oxides that

have a perovskite structure. An ideal perovskite oxide has the chemical formula ABO3,

and has a cubic crystal structure with the B-site cation six-fold coordinated to oxygen

atoms in the form of an octahedra as shown in Fig. 1.1(a). Some examples of this type are

KTaO3, the room-temperature phase of SrTiO3 and BaSnO3, and cubic LaAlO3 stablized

by pseudomorphic growth. Most other perovskite oxides show deviations from this ideal

cubic structure to accomodate rotation and tilting of the B-site octahedra, and com-

monly occur in the tetragonal [Fig. 1.1(b)], rhombohedral [Fig. 1.1(c)], or orthorhombic

[Fig. 1.1(d)] crystal structures.
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(a)

(c)

(b)

(d)

cubic tetragonal

rhombohedral orthorhombic

A

BO

Figure 1.1: Some common perovskite crystal structures

The following sections briefly introduce some key concepts that are common across

perovskite oxides, and form the basis for formulating the theory developed in this disser-

tation.

1.2 Polar vs. nonpolar orientations

The perovskite oxides can be viewed as composed of alternating planes of AO and

BO2 along the [001] direction as shown in Fig. 1.2 for the cubic crystal structure, which is
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also true for most other lower-symmetry crystal structures. In the ionic limit, depending

on the number of valence electrons contributed, the A and B ions may each assume

a charge, adding to +6 charge (typically, +3 each or, +2 and +4, or +1 and +5) to

maintain charge neutrality while O assumes a –2 charge. Thus, each plane assumes a net

charge per areal unit cell or becomes neutral depending on the charge on each ion.

For example, in materials with +2 charge on A and +4 charge on B, both the B+4O−2
2

and the A+2O−2 assume a net charge of 0 (alternating neutral planes). Due to the ab-

sence of separation of charges across planes that would cause the [001] direction to be

polar, these materials are termed “nonpolar” along [001]. We emphasize that without

specifying the crystal direction, the material itself cannot be termed “nonpolar”. There-

fore, throughout this dissertation, we will explicitly mention the direction, and refer to

a material that is nonpolar along the [001] direction as “[001] nonpolar”. SrTiO3 is a

typical example, where Sr has +2 charge while Ti has +4 charge. Other [001]-nonpolar

perovskite oxides studied in this work are BaSnO3, SrZrO3 and HfZrO3. On the other

hand, materials with a +3 charge on each of the A and B ions have alternating planes of

−1 (B+3O−2
2 ) and +1 (A+3O−2) charge per areal unit cell. Since the separation of charges

leads to the [001] direction being polar, these compounds are termed “polar” along the

[001] direction, which we will refer to as “[001] polar”. Within this ionic picture, the

symmetry of such stacking leads to each donor-like AO plane donating 0.5e− per areal

unit cell to the acceptor-like BO2 plane above and 0.5e− to the BO2 plane below, as

shown in Fig. 1.2(b). LaAlO3 is a typical example of this kind, in which both La and Al
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B+4O-2
2 (0)

A+2O-2 (0)

A

BO

[001]

C

DO

C+3O-2 (+1)

D+3O-2
2 (-1)

A+2O-2 (0)

C+3O-2 (+1)

(a) nonpolar (b) polar

Figure 1.2: Alternating (a) neutral planes with 0 net charge in nonpolar ABO3, and
(b) charged planes with +1 or −1 net charge per areal unit cell in polar CDO3

perovskites oxides, when viewed along the [001] direction.

have +3 charge each. Other [001]-polar perovskites studied in this work include GdTiO3,

KTaO3 and LaInO3.

1.3 Mechanism of 2DEG formation

Observations of a 2DEG with high carrier density [6, 7, 8, 9] at the (001) interface

between a [001]-nonpolar material, SrTiO3 (STO) and a [001]-polar material LaAlO3

(LAO) have generated great interest in the study of complex-oxide heterostructures. In

spite of decade-long investigations, the fundamental mechanisms governing the 2DEG

formation and its density are not yet fully established.

1.3.1 Key experimental observations

The key experimental observations presented in the literature [6, 7, 8, 9, 10, 11, 12, 13]

can be summarized as follows:
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1. A thin film of LAO deposited or grown on STO is observed to contain a 2DEG of

density ranging between 1 × 1013–6 × 1013 cm−2 from transport measurements [6,

7, 10,11].

2. There is a critical thickness of 4 unit cells (uc) for LAO thin films required to observe

the 2DEG, and below this critical value the interface remains insulating [7].

3. The 2DEG is observed only if STO terminates on a TiO2 layer such that a TiO2-

LaO interface forms. The SrO-AlO2 interface is found to be insulating.

4. In a similar polar/nonpolar system, namely the GdTiO3/SrTiO3 (GTO/STO) in-

terface, the 2DEG density has been observed to be 3.3× 1014 cm−2 from transport

measurements [12].

5. In the GTO/STO system, experiments have not shown any dependence of the

2DEG density on the GTO thickness [12].

1.3.2 Models proposed in literature

Several theoretical models have been proposed to explain the experimental obser-

vations of the 2DEG. Here, we will mention some of the most prominent and widely-

discussed models in the literature, and briefly discuss their key features.

8



Introduction to complex oxides Chapter 1

1.3.2.1 Polar catastrophe model

The polar catastrophe model [6,14] is based on the view that LAO is polar, consisting

of alternating charged planes as discussed in Section 1.2. This picture is perfectly valid

in the case of bulk LAO, where periodic boundary conditions maintain infinite stacking

sequence of +1 and −1 charged planes along the [001] direction. The polar catastrophe

model uses this ionic picture to explain the formation of a 2DEG at the heterointerface

between a semi-infinite STO and a thin film of LAO terminated by a surface layer of

LAO [see Fig. 1.3(a)]. The model argues from electrostatic considerations that such

a stacking of charged planes leads to a finite electric field within LAO, which in turn

leads to a diverging potential in LAO as its thickness is increased. The effect of this

growing potential is to raise the valence-band maximum (VBM) of LAO at its surface

higher with increasing thickness. Beyond a certain critical thickness, the potential drop

∆V across LAO would cause the VBM to align with the energetic position of the STO

conduction-band minimum (CBM) as depicted in Fig. 1.3(b). At this point, electrons

would flow from the VBM at the LAO surface into the CBM of STO at the interface to

screen the field, and form a 2DEG. Since the polar nature of LAO causes the diverging

potential, which creates a “catastrophic” situation that leads to electron flow beyond a

critical thickness, this model is referred to as the “polar catastrophe” model.

Within this model, a field and hence a potential drop must always occur across LAO

to cause the 2DEG formation. In other words, the 2DEG formation cannot occur in the

absence of a potential drop, since the CBM of STO and the VBM at the LAO surface
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Figure 1.3: Polar catastrophe model: (a) 2DEG at the STO/LAO heterointerface with
alternating charged planes of LAO and neutral planes of STO is pictured as forming
due to charge transfer from the LAO surface. (b) Band diagram of the heterointerface
showing the diverging potential in LAO, and the consequent transfer of electrons from
the LAO surface to the interface.

would no longer align in such a situation. From Gauss’ law, a transfer of 0.5e− per areal

unit cell from the surface to the interface, corresponding to a 2DEG density of 3.3× 1014

cm−2 in STO, would completely screen the field across LAO. This situation leads to a

contradiction within the polar catastrophe model, i.e., the 2DEG forms in the absence of

a field across LAO. Therefore, the observation of a 2DEG of density 3.3× 1014 cm−2 at

the GTO/STO heterointerface cannot be explained by the polar catastrophe model.

10



Introduction to complex oxides Chapter 1

1.3.2.2 Oxygen vacancy formation

After the discovery [6] of the 2DEG at the interface, there were multiple reports [6,15,

16] on the 2DEG density being much higher than 6×1013 cm−2 at the LAO/STO interface

when grown under oxygen-poor conditions. This led to the proposal that formation of

oxygen vacancies, which are donors in STO, is the cause for the 2DEG [6, 14]. Later,

with improved growth methods and annealing in oxygen that reduced the oxygen vacancy

concentrations, it became clear that even though oxygen vacancies influence the 2DEG,

the formation of the 2DEG itself cannot be explained by oxygen vacancies alone [7,8,9].

Spatial mapping of the 2DEG before and after annealing in O-rich conditions reaffirmed

this conclusion [17]. This shows the importance of minimizing oxygen vacancies and

other donor defects to observe the true 2DEG density at the LAO/STO interface.

1.3.2.3 Cation intermixing

At the LAO/STO interface, Sr/La cation intermixing is often observed [18]. La in

STO is a shallow donor [19]. Therefore, based on these observations, cation intermixing

was proposed to play a major role in the 2DEG formation [18,20]. However, it is highly

unlikely that intermixing could cause 2DEG densities on the order of 1 × 1013–6 × 1013

cm−2, which would require a huge density of La dopants being present in STO.
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1.3.3 Our model

From the brief discussion of the models in literature, it is clear that a complete and

consistent model capable of explaining all the experimental findings in the LAO/STO

as well the GTO/STO heterostructures is lacking. The model we use was proposed by

Janotti et al. [21], and is the most consistent model so far, in our opinion. In this model,

the 2DEG formation can be understood within the ionic picture presented in Sec. 1.2,

but keeping in mind in principle one always starts with neutral atoms and that the ionic

charges result from adding or removing electrons. Along the [001] orientation, LAO is

polar with alternating +1 and −1 charged planes [Fig. 1.2(a)], while STO is nonpolar

with neutral planes [Fig. 1.2(b)]. Due to the symmetry of the stacking along [001], the

LaO plane (charged +1) donates 0.5e− per areal unit cell to each of the neighboring

AlO2 planes (charged −1). On the other hand, there is no transfer of charges between

the planes in STO along its [001] orientation.

At the interface between LAO and STO, the symmetry gets broken. If the interface is

of the type LaO–TiO2, the LaO plane donates 0.5e− per areal unit cell to the TiO2 plane

of STO, which does not require the donated electrons for bonding. These electrons end

up occupying the conduction-band minimum of STO, and are confined near the interface

due to its band offset with LAO. This is the basic mechanism behind the formation of a

high-density 2DEG, corresponding to 0.5e− per areal unit cell (∼3.3×1014 cm−2).

It is important to note the difference between our model and the polar catastrophe

model. The key aspect of our model is that the source of electrons for the 2DEG arises
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from the interface itself. This is in contrast to the polar catastrophe model, which argues

that the source of electrons is at the surface.

In Chapters 4 and 5, we build on this model to explain some of the other key exper-

imental observations, such as the critical thickness of LAO thin films, and the difference

between the LAO/STO and GTO/STO heterostructures.

1.4 Field-dependent dielectric constant

In many of the perovskite oxides, including STO, the dielectric properties depend

strongly on the applied electric field [22, 23, 24] as well as the temperature. As first

theorized by Cochran [25], this property arises due to the presence of a soft transverse

optical phonon mode [26,27]. Ensuing experimental work by Cowley [26], who measured

the temperature dependence of the lowest transverse optical mode frequency, verified this

concept. This observation also showed that it is the response of the soft mode to the

electric field and temperature that gives STO its static dielectric properties, and makes

it an “incipient” ferroelectric [26,28].

At perovskite oxide heterostructures with a high-density 2DEG, the confinement of

the carriers in the interfacial potential well is associated with the presence of a large

electric field. The potential profile that confines the carriers is dependent on the dielectric

properties of the material (STO, in the case of LAO/STO). Given that the electric field

affects the dielectric properties, and that the dielectric properties in turn affect the electric

field, modeling of the interface should take the field dependence of the dielectric constant
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into account selfconsistently. To date, only a few analyses and simulations [27,29,30,31]

have accounted for this field dependence at the interface that confines a 2DEG. These

analyses are based on tight-binding models, and have focused on limited-size systems

with only a few STO layers. Their description of the field-dependent dielectric properties

relies on low-temperature experimental data, which do not apply at room temperature.

Although these analyses provide qualitative insights when the field-dependent dielectric

permittivity is included, they do not provide a quantitatively accurate description of the

2DEG, specifically at room temperature. Taking the field dependence of the dielectric

constant into account is not only important for gaining theoretical insights, but is also

crucial for the correct interpretation of experimental C−V measurements at large electric

fields [32].

The topic of Chapter 3 will be to incorporate the field dependence of the dielectric

constant in STO into a Schrödinger-Poisson solver for simulating complex oxide het-

erostructures with the high-density 2DEG. Implementing the field dependence into an

SP solver will have the benefit of describing systems at larger length scales, and can be

generalized for other systems with field-dependent dielectric properties.

1.5 Search for high electron mobility

High electron mobility is typically required for applications in electronics. Unfortu-

nately, the room-temperature (RT) mobility in many of the perovskite oxides is low [33].

While STO low-temperature mobility can be as high as 53,000 cm2V−1s−1, its RT mo-
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bility is at best 10 cm2V−1s−1 [12, 34, 35], which is more than an order of magnitude

lower than in most traditional semiconductors. Due to this limitation, there has been

a search for higher-mobility perovskite oxides. Recently, a high RT electron mobility

of 320 cm2V−1s−1 was demonstrated in the transparent cubic perovskite oxide BaSnO3

(BSO) [36, 37, 38]. This has renewed the interest in perovskite oxides for transparent

conducting applications. However, the fundamental reason as to why BSO has a high

RT mobility, while the RT mobility in STO is an order of magnitude lower, remains

to be understood. Analyzing electron transport in BSO using first-principles techniques,

uncovering the fundamental mechanism of limited-mobility in STO, and laying out guide-

lines for the design of high-mobility perovskite oxides will be the goals of Chapter 6.

1.6 Summary

We briefly reviewed the historical developments that led to the semiconductor in-

dustry, and how silicon has played a dominant role in it. Complex oxides have re-

cently emerged as an alternative materials technology to the silicon technology, and

seem promising for incorporating multiple different functionalities. One of the recently-

discovered phenomena relating to complex oxides is the high-density 2DEG at a po-

lar/nonpolar heterointerface, such as LAO/STO and GTO/STO. Contrary to other mod-

els that attempt to explain the 2DEG formation, we understand the formation mechanism

as being the consequence of a polar discontinutiy, which provides a source of electrons

right at the interface. The work that will be reported in Chapters 4 & 5 builds on this
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model; the material covered in Chapter 4 was published as a journal article in Physical

Review B, Ref. [39]. Some of the complex oxides have electric-field-dependent dielectric

permittivity, which is important to taken into account for modeling the properties of the

high-density 2DEG. This modeling will be carried out in Chapter 3; the material covered

in that chapter was published as a journal article in Applied Physics Letters, Ref. [40].

Another important aspect to consider for electronic devices is the carrier mobility, and

most complex oxides tend to have a low RT mobility. Studying scattering mechanisms

that limit RT mobility in complex oxides will help in the search for high-mobility com-

plex oxides. Such a study will be undertaken in the context of BSO in Chapter 6. In

addition, confinement of 2DEG in BSO heterostructures will be studied in Chapter 7;

the material covered in that chapter was published as a journal article in Applied Physics

Letters, Ref. [41].
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Chapter 2

Theoretical methods and tools

2.1 First-principles theory

This section gives a brief introduction on first-principles methods, specifically density

functional theory (DFT), which is the foundational theory upon which most of the work

in this dissertation rests. It is utilized to obtain the fundamental properties of materials,

including their atomic structure, enthalpy of formation, lattice parameters, electronic

band structure, and band alignments. It is not the purpose of this section to be exhaus-

tive, or rigorous in describing all of the theoretical methods available. Interested readers

are referred to the many textbooks, and seminal and review articles that are available; a

few of them are listed in Appendix A. We begin with the most basic equation governing

all quantum-mechanical systems, the many-body Schrödinger equation, and discuss the

challenges involved in practical application.
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2.1.1 Many-body Schrödinger equation

Any non-relativistic quantum-mechanical system (in the absence of any external per-

turbation) obeys the well-known Schrödinger equation,

ĤΨ = EΨ, (2.1)

whose exact many-particle interacting Hamiltonian (total energy operator) is given by

Ĥ = − ~2

2me

∑
i

1

2
∇2
i +

1

2

∑
i 6=j

e2

|ri − rj|
−
∑
i,I

ZI
|ri −RI |

−
∑
I

~2

2MI

∇2
I +

1

2

∑
I 6=J

ZIZJe
2

|RI −RJ |
. (2.2)

The first term on the right-hand side in Eq. 2.2 represents the kinetic energy of electrons,

the second term represents the Coulomb energy due to electron-electron and the third

represents electron-ion interactions, while the fourth term represents the ionic contribu-

tions due to the kinetic energy of ions and last term represents the Coulomb repulsion due

to ion-ion interaction. The lower-case indices i and j denote electrons, and the upper-

case indices I and J denote nuclei (or ions in a valence-only model). The positional

coordinates for the electrons are denoted by r, while R denotes nuclear positions.

Even though the Hamiltonian Ĥ in the Schrödinger equation is exact in principle, its

solution is intractable except for very small systems with one or at most two electrons.

However, with a few approximations, the equation can be simplified. The first of the ap-
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proximations that we make is the Born-Oppenheimer (BO) approximation, which ignores

the kinetic energy of the nuclei and assumes them to be classical rigid objects without a

wavefunction. Mathematically, it takes the nuclear mass MI to be infinite, which is an

excellent approximation for most purposes, considering their mass relative to electrons.

Within this approximation, for a given many-particle wavefunction Ψ, one can obtain

the system’s total energy, i.e., the expectation value of the Hamiltonian Ĥ, as:

E =

〈
Ψ
∣∣∣Ĥ∣∣∣Ψ〉
〈Ψ | Ψ〉

= 〈T̂ 〉+ 〈V̂ee〉+

∫
d~rn(~r)V̂ext + EII , (2.3)

where 〈T̂ 〉 is the electronic kinetic energy, and 〈V̂ee〉 is the energy due to electron-electron

interactions. The third term represents the attractive Coulomb energy due to the inter-

action between ions and electrons with the potential external to the electrons indicated

by V̂ext; and the final term EII is the classical Coulomb repulsion energy between the

ions, which is also external to the electron system. All of the electronic properties,

for the ground as well as excited states, can be obtained by finding the many-particle

eigen wavefunction Ψ that minimize the total energy of the system given by Eq. 2.3.

The Rayleigh-Ritz variational principle is a well-known method to obtain the station-

ary eigensolutions for a given Hamiltonian. From this ground-state wavefunction, any

ground-state electronic property defined by the operator Ô can be obtained from the

relation:

〈Ô〉 =

〈
Ψ
∣∣∣Ô∣∣∣Ψ〉
〈Ψ | Ψ〉

. (2.4)
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In principle, once the true ground-state wavefunction of the system has been identified,

excited-state properties can also be obtained by employing perturbative techniques on

the ground-state wavefunction. However, in practice, identifying the true ground state

can be complicated by the possible existence of multiple ground states with similar (but

not identical) energies, and the excited-state properties critically depend on the accuracy

of the ground-state wavefunctions.

2.1.1.1 Hartree-Fock method

In order to simplify the Schrödinger equation further, a second approximation called

the Hartree-Fock approximation is often used. In this method, the many-body wavefunc-

tion Ψ is approximated by a single Slater determinant made up of single-particle wave-

functions (referred to as “Hartree-Fock orbitals”), and the determinant is constructed to

obey the antisymmetric property that is characteristic of fermions:

Ψ(r1, r2, · · · , rN) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

φ1(r1) φ1(r2) · · · φ1(rN)

φ2(r1) φ2(r2) · · · φ2(rN)

...
...

...
...

φ2(r1) φ2(r2) · · · φ2(rN)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (2.5)

Substituting the expression for the many-body wavefunction (Eq. 2.5) into the Schrödinger

equation Eq. 2.3 and using Eq. 2.2 (with the Born-Oppenheimer approximation) leads to

the expression for the electronic part of the ground-state energy within the Hartree-Fock
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method:

E =
∑
i

∫
drφ∗i (r)

[
− ~2

2me

∇2
i + Vext

]
φi(r) (2.6)

+
1

2

∑
i,j,σi,σj

∫
drdr′φσi∗i (r)φ

σj∗
j (r′)

1

|r− r′|
φσii (r)φ

σj
j (r′) (2.7)

− 1

2

∑
i,j,σ

∫
drdr′φσ∗i (r)φσ∗j (r′)

1

|r− r′|
φσi (r′)φσj (r). (2.8)

Here, the first term represents the sum of the kinetic energies of the single-particle wave-

functions and their potential energies due to the attractive external potential attributed

to ions. The second term indicates the direct electron-electron Coulomb interaction,

i.e., the repulsion between electrons regardless of their spin, which is evident from the

summation being performed over all the spin indices σi and σj. The third term repre-

sents the exchange interaction energy that arises due to the antisymmetric property of

fermions and is calculated between electrons of the same spin. It is important to note

that the direct term includes the specific case of i = j in the sum, which is a spurious

energy contribution representing an electron interacting with itself (usually referred to

as the “self-interaction” energy). However, in Hartree-Fock theory, this energy is exactly

cancelled by the corresponding term i = j in the exchange energy contribution.

Even after making the Hartree-Fock approximation, solving the many-body Schrödinger

equation remains intractable, except for very small systems. This is related to the funda-

mental aspect that for an N -electron system, the many-body wavefunction depends on

N spatial coordinates r1, r2, . . . rN , each being a vector with 3 components; for example,
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x, y and z. This dependence means that solving for the eigenfunction of the Schrödinger

equation involves 3N independent coordinates. Therefore, however many approximations

one may use to attempt to solve the many-body Schrödinger equation explicitly, the com-

putational complexity of calculating total energy and other properties of the system, all

of which depend on the many-body wavefunction, will remain intractably high for large

systems. This raises the question of whether there exists a completely different method

that is specifically not based on the many-body wavefunction, but is rather based on

a quantity defined by fewer variables for calculating the properties of the system. The

answer to this question lies with density functional theory (DFT), the foundation of

which rests on the rigorously proven theorem that the full Hamiltonian of a many-body

interacting system can be written entirely and exactly in terms of the electronic density

n(r) alone.

2.1.2 Density functional theory

Here, we look briefly at the history that led to the development of DFT, introduce

the key concepts involved in the theory, and mention a few practical aspects associated

with its implementation.

2.1.2.1 Initial attempts and approximations

The notion that the electronic density was sufficient to describe the properties of

an electronic system was not a newly-introduced concept in DFT. In fact, shortly after
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the formulation of the Schrödinger equation in 1926, Llewellyn Thomas [42] and Enrico

Fermi [43,44] (independently) developed a semiclassical description of the kinetic energy

of a system of electrons in terms of its total electronic density alone. By including the

classical electron-ion and electron-electron Coulomb energy, they were able to compute

the energy of atoms, and the method came to be known as the Thomas-Fermi model. Its

energy expression is given as:

Etot =
3

10
(3π3)2/3

∫
d3rn5/3(r) +

1

2

∫
d3r

∫
d3r′

n(r)n(r′)

|r − r′|
+

∫
d3rn(~r)Vext, (2.9)

with the first term being the Thomas-Fermi kinetic energy, the second term representing

the Hartree energy EHartree or the classical electrostatic energy due to Coulomb repul-

sion between electrons, and the third term expressing the electron-ion potential energy.

Although inaccurate mainly due to its neglect of the consequence of Pauli’s exclusion

principle—namely, the exchange energy, which was later included by Dirac in 1928—it

is considered as the first attempt at describing an electronic system based on its density

alone, and it serves as a precursor to density functional theory, which was to be developed

40 years later.

2.1.2.2 Hohenberg-Kohn theorem

Until 1964, refinements to the Thomas-Fermi model were being utilized to describe,

albeit only crudely, inhomogeneous electron systems. The seminal ground-breaking pa-

per [45] by Pierre Hohenberg and Walter Kohn in 1964 generalized the key concept in
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the Thomas-Fermi model, i.e., the ground-state electronic density being a fundamental

quantity in electronic structure theory, and established a formal proof that the Hamil-

tonian of any interacting electron system can be expressed as a unique functional (upto

an additive constant) of the variable density function. This constitutes the foundation of

DFT. The proof is surprisingly simple, and involves an argument by reductio ad absur-

dum, with the variational principle being the central concept. The reader is referred to

the seminal paper [45] for the proof, and is encouraged to read the biography of Walter

Kohn [46] written by Andrew Zangwill for a deep appreciation of the role played by the

variational principle in Walter Kohn’s career.

Given the Hamiltonian that is uniquely determined by a functional of the electronic

density n(r), it is trivial to obtain the ground-state many-body wavefunction that gives

the lowest energy for the system through the method of variational principle. This fact

leads to the central concept of DFT that the many-body wavefunction, and hence all

the ground-state properties of an interacting electronic system is a functional of the

electronic density alone. Building on this understanding further, Hohenberg and Kohn

showed [45] that there exists a unique functional F [n(r)] describing the kinetic energy

of the electrons T [n] and the electron-electron interactions Eint[n] that is universal for

any number of electrons and for any external potential. Therefore, the total energy of a
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many-body interacting system can be written as a functional of the density:

EHK[n] = F [n] +

∫
d3rn(~r)Vext + EII (2.10)

= T [n] + Eint[n] +

∫
d3rn(~r)Vext + EII (2.11)

If the exact functional form of F [n(r)] is known, all that is necessary to describe a

quantum system is known. One can readily identify one of the terms of the functional as

the Hartree term given by the second term in Eq. 2.9. Unfortunately, this is also the only

term that has been identified, while the exact functional form of the remaining terms,

although universal, still remains unknown.

Nonetheless, progress was made in the following year, when Walter Kohn and Lu Jeu

Sham [47] carried the Hohenberg-Kohn approach further to obtain a set of selfconsistent

equations that explicitly included exchange and correlation effects, in an approximate

manner, based on the homogeneous electron gas. The result became the Kohn-Sham

approach to solving the many-body interacting Hamiltonian that has made practical

application of DFT possible.

2.1.2.3 The auxiliary Kohn-Sham system

The Kohn-Sham approach begins with the ansatz that the ground-state density of

the many-body interacting Hamiltonian is exactly equal to the ground-state density of an

auxilliary fictional system consisting of non-interacting particles. The Hamiltonian of the

non-interacting system consists of the usual kinetic energy operator (now a single-particle
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operator) and an effective (spin-dependent) potential vKS(r) (known as the Kohn-Sham

potential), each of which acts on the single-particle wavefunctions φi(r) (also known as

Kohn-Sham orbitals). This simplification, which is still exact in principle within the

Kohn-Sham ansatz, leads to a set of single-particle equations that can be selfconsistently

solved to yield the exact density, which includes all the many-body interactions:

ĤKS = −1

2
∇2 + vKS(r). (2.12)

It follows from the Hohenberg-Kohn theorem that the Kohn-Sham potential, and also

the Kohn-Sham Hamiltonian, are unique functionals of the ground-state density. In

essence, the Kohn-Sham approach is to rewrite the total energy functional, defined in

the Hohenberg-Kohn approach in Eq. 2.11, as:

EKS[n] = Ts[n] + Exc[n] + EHartree[n] +

∫
drVext(r)n(r) + EII , (2.13)

where the kinetic energy is defined in terms of the Kohn-Sham orbitals φi as:

Ts[n] = −1

2

N∑
i=1

〈φi
∣∣∇2
∣∣φi〉 =

1

2

N∑
i=1

∫
dr |∇φi(r)|2 , (2.14)

and the Hartree or direct term is the same as in Thomas-Fermi theory:

EHartree[n] =
1

2

∫
d3r

∫
d3r′

n(r)n(r′)

|r − r′|
. (2.15)
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It is very important to note that the Kohn-Sham equation for the total energy, Eq. 2.13

is exact within the Kohn-Sham ansatz.

Now, all that is required is to determine the functional form of the exchange and

correlation (XC) energy Exc[n] in Eq. 2.13 that captures all the electron-electron inter-

actions excluding the Hartree energy EHartree[n]. The exact functional form of Exc[n] is

not obvious, and has not been obtained to date. However, in an effort to obtain an ap-

proximate expression for the functional form, Kohn and Sham drew inspiration from the

description of properties of an interacting homogeneous electron gas. This approach led

to the formulation of the local density approximation (LDA) to the XC functional Exc[n],

the first approximation of its kind that is still being used for practical electronic structure

applications even 50 years after its inception. Almost all of the theoretical developments

in DFT have centered around improving approximations to the XC functional, while still

keeping the method of obtaining the solution computationally tractable and inexpensive.

Below, we briefly discuss some of the most commonly used XC functionals and discuss

their benefits and drawbacks.

2.1.2.4 Exchange and correlation (XC) functionals

Local density approximation (LDA)

The spin-independent LDA was proposed by Kohn and Sham. This approximation for

the XC functional utilizes the exchange and correlation properties of the homogeneous

electron gas to describe inhomogeneous systems. The exchange energy is approximated
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in the LDA by taking the well-known analytical form for the exchange energy of a ho-

mogeneous electron gas of density n(r) and applying it at every local point r:

Ex[n(r)] = −3

4

(
3

π

)1/3 ∫
drn4/3(r). (2.16)

The correlation energy can be written in the form:

Ec[n(r)] =

∫
drn(r)εc(n(r)), (2.17)

where εc(n(r)) is the correlation energy per particle of the homogeneous electron gas.

The form of the analytic expression for εc(n(r)) at a local point r0 is based on the

correlation energy per particle in a homogeneous electron gas of uniform density n(r0).

Analytical forms are available only in the low-density and high-density limits. With the

help of quantum Monte Carlo simulations of the homogeneous electron gas, Ceperley

and Adler [48] obtained the correlation energies at arbitrary densities. Later, Perdew

and Zunger [49] utilized these data and obtained a parameterized expression for the

correlation energy functional, which is widely adopted now. Minor improvements to

the parameterization based on QMC simulations have been carried out by Perdew and

Wang [50].

Generalized Gradient Approximation (GGA)

The GGA goes slightly further by including the dependence on the gradient of the elec-
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tronic density ∇n(r) in addition to the local-density dependence:

Exc[n(r)] =

∫
drf [n(r),∇n(r)], (2.18)

For practical calculations, f [n(r),∇n(r)] needs to be in the form of parametrized analytic

expressions. However, many choices for the analytic form of f exist, and various GGA

functionals have been proposed [50]. The most commonly used GGA functional for

solid state problems is, at present, the functional developed by Perdew, Burke, and

Ernzerhof [51], referred to as the PBE functional, in which the XC functional is defined

as

EGGA
xc [n(r)] =

∫
dr n(r)εunif

xc (n(r))Fxc[n(r),∇n(r)], (2.19)

with Fxc[n(r),∇n(r)] being the enhancement factor that accounts for the nonlocality

over the local exchange εunif
xc . Due to the inclusion of information about the density

gradient, GGA functionals are often referred to as “semi-local approximations” to the

XC functional.

Self-interaction error

As in the Hartree-Fock method, the Hartree or direct term EHartree[n] in the Kohn-

Sham energy functional (third term in Eq. 2.13) contains the spurious self-interaction

contribution representative of an electron repelling itself. In the Hartree-Fock method,

however, this spurious contribution is exactly cancelled by an equally spurious term in the

exchange term. But, in DFT, due to the unknown form of the exchange and correlation
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functional, this spurious contribution from the Hartree term is only partially cancelled by

Exc[n]. This absence of exact error cancellation leads to over-delocalization of the Kohn-

Sham eigenfunctions and can lead to qualitatively incorrect predictions of the electronic

properties.

The infamous “band gap problem”

Another drawback of traditional DFT methods is the so-called “band gap problem.”

The Kohn-Sham eigenvalues themselves do not have a rigorous physical meaning in the

context of a many-body interacting system, except for the highest occupied eigenvalue,

which represents the change in total energy when an electron is removed from the sys-

tem, i.e., its ionization energy. No other eigenvalues represent the true energies for

removal/addition of electrons from/to the many-body interaction system. However, with

each of the eigenvalues, we can associate a mathematical meaning as the change in the

total energy of the system with change in the occupation of the state, described by the

Slater-Janak theorem, which gives the eigenvalues as:

εi =
dE[n]

dni
=

∫
dr

dE[n]

dn(r)

dn(r)

dni
, (2.20)

In other words, each eigenvalue is the derivative of the total energy with respect to the

occupation of its state. The band gap in semiconductors and insulators is reflected in this

definition as a discontinuity in this derivative for fully occupied orbitals. Increasing the

occupation of a fully occupied orbital requires the filling of the next higher lying band

(conduction band) that is separated from the valence band by a finite gap and results
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in a discontinuous change in the total energy. In the context of DFT, this discontinuity

occurs in the derivative of the kinetic energy term Ts[n], as well as in the derivative of the

exact XC functional Exc[n]. The discontinuity due to varying occupation of completely

filled bands in the kinetic energy term Ts[n] (Eq. 2.14) is understood as occupying a

conduction band orbital φCB(r) that has a different character and kinetic energy than

the valence band orbital φVB(r). Therefore, occupying a conduction band orbital for

an insulator or semiconductor leads to a discontinuous change in the kinetic energy. A

similar argument applies to the derivative discontinuity in the exact XC functional with

respect to occupancy for insulating systems, in which the change in the density causes a

discontinuous change in the XC energy functional. The derivative discontinuity in the XC

functional is the change in the Kohn-Sham potential that acts on all the electron orbitals

in the system by a constant amount. Therefore, even for the exact XC functional within

the Kohn-Sham approach, the derivative discontinuity of the total energy functional will

not necessarily be equal to the band gap. None of the traditional functionals, such as LDA

or GGA, contain this derivative discontinuity in the XC functional, and incorporation of

the discontinuity into an XC functional is very difficult.

As we have seen above, the gap between the highest-occupied molecular orbital

(HOMO) and the lowest-unoccupied molecular orbital (LUMO) is not an actual phys-

ical quantity within the Kohn-Sham formalism. One practical approach to determine

the “true” fundamental excitation gap of a finite system is to calculate the selfconsis-

tent change in the total energy upon addition of an electron, which is known as the
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“∆SCF” method (∆ indicates the energy change and SCF stands for selfconsistent field

calculation). However, for periodic systems, the energy-versus-momentum-wavevector

relation describing the conduction (lowest empty band) and valence (highest occupied

band) bands of semiconductors and insulators are convenient and extremely useful to

obtain essential insights into their electronic properties. Therefore, somehow “fixing” the

band-gap problem in DFT would be useful for studying the properties of solid-state ma-

terials. For this reason, there have been many XC functionals proposed to overcome this

band gap problem. Hybrid functionals, which are discussed below, fall under this cate-

gory, and they are known to yield accurate enough results with acceptable computational

cost [52, 53].

2.1.2.5 Hybrid functionals and HSE06 functional

Hybrid functionals form a class of functionals that combine the orbital-dependent

Hartree-Fock approach and an explicit density functional. The spirit behind hybrid

functionals is to utilize the idea of coupling constant integration. The change in total

energy due to variation of a parameter λ can be written as:

∂E

∂λ
= 〈Ψλ

∣∣∣∣∣ Ĥ∂λ
∣∣∣∣∣Ψλ〉. (2.21)

For example, the quantity e2, which is a factor in any Coulomb interaction can be varied as

λe2. The coupling constant integration method is to integrate this energy change ∂E/∂λ

between λ = 0, which represents the non-interacting limit, and the fully interacting limit
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defined by λ = 1. Hybrid functionals specifically utilize this method by approximating

the exchange-correlation functional Exc[n] with the information at the end points, namely

λ = 0 representing the non-interacting Hartree-Fock limit, and λ = 1 representing full

interacting DFT limit. The XC hybrid functional is generally approximated as:

Exc[n] = EDFA
xc [n] + α

(
EHF

x − EDFA
x [n]

)
, (2.22)

where EDFA
xc [n] is a traditional density functional approximation (DFA) to the XC func-

tional (LDA or GGA), EHF
x is the exact exchange from Hartree-Fock theory (given by

the third term in Eq. 2.8) calculated based on the Kohn-Sham single-particle orbitals,

EDFA
x [n] is the exchange part of the DFA functional, and α is the fraction of the exact

exchange “mixed in” with the DFA. This method of combining is often referred to as

“mixing in” some fraction α (known as the “mixing parameter”) of Hartree-Fock exchange

into a traditional density functional. Several hybrid functionals have been proposed; see

Sec. 2 in Ref. [54].

For our study, we use a range-separated hybrid functional developed by Heyd, Scuseria

and Ernzerhof [55] in 2003 and slightly modified [55] in 2006 (HSE06). The advantage

of using HSE06 lies in its ability to yield accurate results, but at a lower computational

cost compared to other hybrid functionals, which is accomplished by its range-separated

treatment of the Hartree-Fock exchange. In HSE06, the DFA XC functional EDFA
xc [n] is

a GGA functional developed by Perdew, Burke and Ernzerhof (PBE) EPBE
xc [n]. However,

the speciality of HSE06 lies in its separation of the 1/r Coulomb term in the exact
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exchange EHF
x from Hartree-Fock theory into a long-range part EHF,LR

x and a short-range

contribution EHF,LR
x via error functions erfc(ωr) and erf(ωr) that depend on the screening

parameter ω as:

1

r
=

erfc(ωr)

r
+

erf(ωr)

r
. (2.23)

The HSE06 hybrid functional is given by:

EHSE
xc = EPBE,LR

x (ω) + EPBE,SR
x (ω) + EPBE

c + α
[
EHF,SR

x (ω)− EPBE,SR
x (ω)

]
, (2.24)

where α is 25% and the screening parameter ω = 0.20 Å−1. The HSE06 functional has

been tested on many isolated systems such as atoms and molecules as well as periodic

solid-state systems such as semiconductors and insulators [52, 55]. It has yielded accu-

rate quantities, such as formation enthalpy and fundamental band gap consistent with

experimental observations. However, the specific value of 25% for the mixing parameter

α has no special significance, but has rather been chosen based on a rationale from per-

turbation theory [51]. It is common practice to adjust the value of α to yield accurate

band-gap values.

2.1.3 Practical aspects

2.1.3.1 Periodic boundary conditions, plane waves and pseudopotentials

Although many different implementations for DFT calculations exist, for calculating

solid state properties it is logical to take advantage of the lattice periodicity. Therefore,
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expressing the lattice periodic part of the Bloch wavefunctions using a plane-wave ba-

sis set is effective. The size of the basis set is often expressed in terms of the largest

kinetic energy called the cutoff energy, usually on the order of 200–500 eV. The more

localized wavefunctions require a higher cutoff energy. Regardless, the cutoff energy of

the basis should be chosen based on tests for convergence of the physical property of

interest. The use of plane waves makes the practical implementation using Fast Fourier

transform (FFT) efficient. Since rapidly varying and localized wavefunctions require a

higher cutoff energy and hence a larger basis set, expanding the core electrons that are

localized close to the nucleus in terms of plane waves is extremely expensive. This huge

computational cost is avoided by the use of pseudopotentials that are meant to repro-

duce the potential due to the nucleus as well as the core electrons outside a specified

radius. This is a reasonable approximation since the valence electrons are the ones that

determine most of the interactions between atoms including the formation of bonds in

solids. For all our studies, we will use the projector augmented wave (PAW) method for

pseudopotentials [56].

2.1.3.2 Supercells

In DFT calculations, the unit cell that is being periodically repeated is often referred

to as a “supercell”. This concept is trivial in the context of calculating bulk properties,

where indeed the unit represents the volume repeated to obtain the crystal. However, the

concept of supercells can be extended to study properties that are not exactly periodic,
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such as defects, surfaces, interfaces and isolated molecules. This is accomplished by

constructing a supercell with the necessary geometry, and ensuring that the supercell is

large enough to avoid any interactions between the periodic images of the supercell. For

example, a surface supercell is constructed as a thick slab of the material, whose surfaces

and their periodic images are separated by a vacuum region of sufficient thickness. The

thickness of the slab as well as the vacuum region is tested for convergence of the quantity

of interest, for example the surface energy. Similarly, defects can be studied by embedding

the defect into a large enough supercell such that the periodic images of the defects are

separated enough to avoid interactions.

2.1.3.3 Maintaining charge neutrality

The long-range Coulomb interactions in extended systems must be treated with care.

In order to ensure the total energy of the periodic system does not diverge, charge neutral-

ity of the supercell must always be maintained. However, often it is extremely valuable

to obtain the properties of charged systems, where an electron is added or removed to the

supercell; for example to obtain the properties of charged defects [57]. This breaks the

charge neutrality condition. The computational approach to still maintain charge neu-

trality is to add a uniformly distributed background of opposite charge. In plane-wave

codes, it is accomplished by setting the G = 0 Fourier component of the electrostatic

potential to zero. This has yielded excellent results for computing the properties of

charged defects, provided that the spurious interactions between defects in neighboring

36



Theoretical methods and tools Chapter 2

supercells are corrected by applying an appropriate correction scheme [57]. However, for

charged surface supercells, this approach leads to complications due to part of the back-

ground countercharges occuring in the vacuum region of the cell. This leads to spurious

electrostatic interactions between the background charges and the slab within the same

supercell. Identifying these difficulties and overcoming them by a clear methodology will

be addressed in Chapter 4.

2.1.3.4 Available codes

There are a number of popular DFT codes available that differ in the variety of

features implemented, basis sets, pseudopotentials, their accuracy of results as well as

their computational efficiency. Some of the codes are:

1. Vienna ab-initio Simulation Package (VASP) (Ref. [58], URL: https://www.vasp.

at)

2. Quantum ESPRESSO (Ref. [59], URL: http://www.quantum-espresso.org)

3. ABINIT (Ref. [60], URL: http://www.abinit.org)

4. SIESTA (Ref. [61], URL: http://departments.icmab.es/leem/siesta)

5. CPMD (Ref. [62], URL: http://www.cpmd.org)

A larger list can be found at http://dft.sandia.gov/codes_list.html. For all of our

DFT studies we will use the VASP code.
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2.2 Schrödinger-Poisson solver

Although DFT has been proven to be an extremely accurate first-principles tool, the

practical size of systems that can be calculated is limited to about 1000 atoms. For

hybrid functionals and other wavefunction-based functionals, the limit is much lower;

fewer than 200–300 atoms. These limitations are not fundamental to the theory, but are

limitations due to computational constraints, such as memory required and long compu-

tation time. Frequently, for example at the level of a transistor device, the systems of

interest are on the order of 10 nm or larger. Performing DFT calculations for these sys-

tems would be intractable with the current level of computational resources. Overcoming

the computational limitations for such large systems can be accomplished by continuum

models that express the material properties on a higher level of abstraction. These mod-

els rely on input parameters that are measured, fitted to experiment, or calculated from

first-principles, but can be incredibly useful as well as accurate for large systems. For

electronic structure, one such commonly used method is the Schrödinger-Poisson (SP)

method that will be used in this dissertation, specifically in Chapters 3 & 7.

2.2.1 Schrödinger-Poisson equation

The idea behind SP simulations is to solve the single-particle Schrödinger equation

(within the effective mass approximation),

−~2

2
∇
[

1

m∗(r)
∇
]
ψn(r) + V (r)ψn(r) = Enψn(r) (2.25)
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that is coupled to the Poisson equation,

∇ · [ε(r)∇V (r)] = −ρ(r). (2.26)

Here ψn(r) is the single-particle wavefunction of state n, En is its eigenvalue, m∗(r) is

the effective mass describing the E-vs.-k dispersion of the band structure, ρ(r) is the

total charge density including the electronic and hole wavefunctions as well as any fixed

or ionized charges that may be present, ε(r) is the static dielectric permittivity of the

medium, and V (r) is the electrostatic potential due to ρ(r). Eqs. 2.26 and 2.25 are cou-

pled through the charge density ρ(r) that depends on the wavefunctions ψn(r) obtained

by solving Eq. 2.25, and the electrostatic potential V (r) that enters the Schrödinger

equation. The solution to these two coupled equations is obtained by solving for the

electrostatic potential and the charge density selfconsistently, i.e., until the electrostatic

potential does not cause a change (within a given tolerance value) in the charge density.

Under steady state, the divergence of current in the system should vanish (∇·J = 0),

where the current is given by

J = µ(r)ρ(r)∇EF. (2.27)

Here the carrier mobility µ(r) is, in general, dependent on the spatial coordinate. Specif-

ically, under thermal equilibrium (i.e., without any applied voltage bias), ∇EF = 0, i.e.,

the Fermi level EF is a constant, which consequently leads to J = 0. The eigenstates of

the Schrödinger equation are occupied according to their energetic position with respect
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to this constant Fermi level. Our notation EF for the Fermi level in this section and in

Chapter 7 is to be consistent within the field of semiconductor device physics. In the

next section and in Chapter 6, we will use the notation εF for the Fermi energy, which is

more common within the condensed matter physics community.

2.2.2 Field-dependent dielectric permitivity

The dielectric constant ε(E, r) appearing in the Poisson equation (Eq. 2.26) can have

a dependence on the electric field present in the medium, in addition to its spatial de-

pendence. As mentioned in the introduction in Sec. 1.4, this is especially important

in complex oxides. The dielectric properties of these materials strongly depend on the

electric field due to their incipient ferroelectric behavior. In heterostructures, the pres-

ence of a two-dimensional electron gas leads to large band bending in the region of the

confined electron gas [63]. This in turn gives rise to large electric fields in the region,

which can alter the dielectric response of the medium and modify the confining potential.

Therefore, the simulation of complex oxide heterostructures must be able to capture the

effect of a field-dependent dielectric response. An implementation of this dependence

into an existing SP solver is not yet available, and is an area of active research. The

field dependence of the dielectric response is currently not implemented in commerical

SP solvers. In Chapter 3, we undertake such an implementation via a wrapper script,

and simulate SrTiO3/LaAlO3 and SrTiO3/GdTiO3 heterostructures.

40



Theoretical methods and tools Chapter 2

2.3 Boltzmann transport theory

The purpose of this section is to give a brief introduction to the Boltzmann trans-

port equation (BTE) that governs carrier transport in a material. The relaxation-time

approximation, which simplifies the solution to this equation, will also be discussed.

These equations will be employed in Chapter 6 for computing the electron mobility in

the high-mobility perovskite oxide, BaSnO3.

2.3.1 Boltzmann transport equation

The BTE describes the statistical distribution of a thermodynamical system of car-

riers in different momentum states under non-equilibrium conditions. The solution to

the BTE gives the non-equilibrium distribution function, taking into account the loss

mechanisms and the driving forces that affect the distribution. From the resulting distri-

bution function, one can obtain the mobility for the particles of interest, and consequently

the transport properties of the medium of transport, such as the thermal conductivity

(transport of phonons and electrons) and electronic conductivity (transport of electrons).

Although the BTE is more generally applicable for systems under non-equilibrium, most

systems of interest can be considered close to equilibrium. This assumption allows us

to make certain simplifications to the BTE. The general form of the BTE for the near-

equilibrium distribution f(r,k, t) that depends on the spatial coordinates r, momentum
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wavevector k and time t is given by

∂f

∂t
+ ṙ · ∇rf + k̇ · ∇kf =

(
df

dt

)
coll

= Ik(f). (2.28)

The equation essentially states that the time evolution of the distribution function df/dt

is determined by the spatial gradient of the distribution ∇rf , which causes diffusion of

particles; the acceleration k̇ due to an applied force; and any collision mechanisms that

are represented by the right-hand term (∂f/∂t)coll, which is given by the collision integral

Ik(f).

Since we are interested in calculating the electronic conductivity due to a uniform

applied electric field, we can ignore spatial gradients (i.e., ∇rf = 0 in Eq. 2.28). Neglect-

ing the ∇rf term, and using a semi-classical model that relates the electron momentum

and the force due to the electric field as ~k̇ = −eE in Eq. 2.28, we obtain the following

simplified BTE:

∂fk
∂t
− e

~
E · ∇kfk =

(
dfk
dt

)
coll

= Ik{fk}. (2.29)

The solution to this integro-differential equation is complicated by the presence of the

collision integral, which is an integral over the distribution function f . In order to make

the solution tractable, certain simplifying assumptions about the collision integral can

be made. The most common approximation is the relaxation-time approximation, which

we briefly discuss below.
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2.3.2 Relaxation-time approximation

In the relaxation-time approximation, the collision integral is approximated and de-

fined to be:

(
df

dt

)
coll

= −fk − f
0
k

τ(k)
(2.30)(

dδfk
dt

)
coll

= − δfk
τ(k)

(2.31)

where f 0
k is the unperturbed equilibrium distribution function, i.e., the distribution func-

tion present in the absence of any external applied force (and hence time independent),

and δfk is the deviation of the distribution from f 0
k. The quantity τ(k), which is in

general dependent on k, is the transport relaxation time that, in essence, characterizes

the time decay of a perturbed system to return to its equilibrium state when the pertur-

bation is removed. This can be seen by solving Eq. 2.31 for δfk, whose solution is of the

form exp[−t/τ(k)].

Substituting Eq. 2.31 into Eq. 2.29, and integrating over time t with the initial con-

dition that at t = −∞ the system is in equilibrium, i.e., δfk = 0 leads to the expression

for the change in the distribution function due to the electric field E = E0e
−iωt:

δfk = eE0 · vk
∂f 0

k

∂εk

τ(k)e−iωt

1− iωτ(k)
, (2.32)
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where εk is the energy eigenvalue, and the band velocity is given by

vk = ~−1 ∇kεk. (2.33)

Under direct-current conditions (ω → 0),

δfk = eE0 · vk
∂f 0

k

∂εk
τ(k). (2.34)

From the deviation in the distribution function δfk for different momentum states, we

can obtain the electric current:

J = −e
∫

ΩBZ

d3k

8π3
δfk vk, (2.35)

where the integration is over the Brillouin zone (BZ). The electric current is related to

the electric field E0 through the conductivity σ as J = σE0, and by substituting the

expression for δfk from Eq. 2.34 into Eq. 2.35, we get:

J = σ E0 = −e2

∫
Ω

d3k

8π3
(E0 · vk) vk

∂f 0
k

∂εk
τ(k). (2.36)

For a general crystal structure, the conductivity is a second-rank tensor with six indepen-

dent (and three dependent) components. From Eq. 2.36, we can obtain the expression
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for the direct-current conductivity tensor, whose components αβ are given by:

σαβ = e2

∫
Ω

∑
n

d3k

8π3

∑
k

(
−∂f

0
k

∂εk

)
τn(k) vαk v

β
k, (2.37)

where vαk and vβk are the Cartesian components of the velocity vector vk. The subscript in

τn(k) indicates the band index n, which is summed over to obtain the total conductivity

due to all the bands. For a cubic crystal structure, the conductivity tensor becomes

isotropic, i.e., there is only one independent component, and the second-rank tensor

reduces to a scalar given by

σ = σαα = e2

∫
Ω

∑
n

d3k

8π3

(
−∂f

0
k

∂εk

)
τn(k)(vαk)2. (2.38)

Since we will deal with materials having a cubic crystal structure in this work, we use

Eq. 2.38 to calculate the conductivity. From the electric conductivity, the drift mobility

for a given carrier concentration n can be obtained from the relation µ = σ/(ne). The

factor ∂f 0
k/∂εk in the conductivity integral in Eq. 2.37 is peaked at the Fermi level and

decays to negligible values within a range of ±10 kBT , where T is the temperature and

kB is the Boltzmann constant. This restricts τn(k) and vk entering in the calculation

of mobilities to values around the Fermi level εF ± 10 kBT . The k-dependent scattering

rate is specific to the scattering mechanism. In our study, we take into account the two

dominant scattering mechanisms at room temperature that are unavoidable for impurity-
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doped systems: electron-phonon scattering and ionized impurity scattering. Below, we

discuss and give the expression for the scattering time τn(k) for these two mechanisms.

2.3.3 Electron-phonon scattering

The k-dependent rate describing an electron-phonon scattering mechanism is obtained

from Fermi’s golden rule as [64,65,66,67]

τ−1
n (k) =

2π

~
∑
ν,m

∫
Ω

d3q

(2π)3 |gqν(k, n,m)|2 (1− v̂nk · v̂mk+q)

× [(nqν + fm,k+q) δ (εm,k+q − εn,k − ~ωqν)

+ (1 + nqν − fm,k+q) δ (εm,k+q − εn,k + ~ωqν)] ,

(2.39)

where gqν(k, n,m) is the electron-phonon coupling matrix element between states in

bands n and m, nqν is the phonon occupation given by the Bose-Einstein (BE) distribu-

tion, and ~ωqν is the energy of phonon mode ν. The first energy-conserving δ function

(containing the −~ω term) represents the phonon absorption process, while the second

δ function (containing the +~ω term) represents the phonon emission process. The ve-

locity factor, (1− v̂nk · v̂mk+q) accounts for the directionality of the current due to the

scattered carriers.

Although Eq. 2.39 is generally applicable to scattering due to both optical and acous-

tic phonons, we will focus on scattering by longitudinal optical (LO) phonons, which is the

dominant mechanism limiting room-temperature conductivity [64], and neglect scattering

by the tranverse optical (TO) and acoustic phonons. To compute the electron-phonon
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(el-ph) coupling matrix element gqν(k) for LO-phonon scattering, we use the generalized

Fröhlich model, which is applicable to materials with more than one LO mode. Contri-

butions to the polarizability due to different optical branches are explicitly included by

using the expression for the coupling matrix elements derived by Toyozawa [68,69] based

on the generalized Lyddane-Sachs-Teller relation. The phonon energy is approximated

to be independent of q as in the Fröhlich model. A short derivation of the expression

is presented in Appendix B. Here we present the final expression for the matrix element

(in SI units):

|gqν |2 =
q2(

q2 + q2
∞,scrF ( q

2kF
)
)2

(
e2~ωL,ν

2ε∞ε0Vcell

)
×


∏

j

(
1− ω2

T,j

ω2
L,ν

)
∏

j 6=ν

(
1− ω2

L,j

ω2
L,ν

)
 , (2.40)

where ε0 is the vacuum permittivity, ε∞ is the electronic part of the dielectric constant,

and q is the phonon wavevector. For a material with a single LO mode Eq. 2.40 reduces

to the familiar form derived by Fröhlich [70].

In the Fröhlich model [70] and in first-principles methods [67], a divergence occurs

near q = 0 due to the long-range nature of the polarization field in a dielectric. However,

the presence of conduction band (CB) electrons causes this long-range field to be screened,

and by including this screening via the screening wavevector q∞,scr in the expression for

the el-ph matrix element (Eq. 2.40), the divergence is avoided [67, 71, 72]. In principle,

screening due to CB electrons is q dependent, and is given by Lindhard theory. However,

in practice, evaluating the full expression from Lindhard theory becomes computationally
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expensive, except at 0 K where an analytic expression can be obtained [67,73]. Therefore,

to circumvent the large computational cost, we will compute the screening wavevector

q∞,scr using Thomas-Fermi theory [73], which is the q → 0 limit of Lindhard theory, in a

medium described by the high-frequency (clamped-ion) dielectric constant ε∞:

q2
∞,scr =

e2

ε∞ε0

∂n

∂εF

=
e2

ε∞ε0

∫ ∞
εCBM

dε

(
−∂f
∂ε

)
D (ε) , (2.41)

where the density of states D (ε) depends on the E-vs.-k dispersion relation (see Ap-

pendix C for an expression for the hyperbolic dispersion). The q dependence, which

becomes important for phonon wavevectors q comparable to the Fermi wavevector kF,

is included via the Lindhard function F (q/2kF) [64, 67, 73] in Eq. 2.39, which has an

analytic form only at 0 K:

F (x) =
1

2
+

1− x2

4x
ln

∣∣∣∣1 + x

1− x

∣∣∣∣ , x =
q

2kF

. (2.42)

The Fermi wavevector kF can be obtained by solving for k using the E-vs.-k dispersion

relation at the Fermi energy εF. For nondegenerate doping densities, where εF lies below

the CBM, we use the average energy of a classical gas 3kBT/2 to solve for kF.

In principle, the screening also affects the LO-phonon frequencies [72,74,75,76] near

Γ as:

ω2
L,ν(q) =

q2ω2
L,ν + q2

∞,scrω
2
T,ν

q2 + q2
∞,scr

, (2.43)
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which goes to ω2
T,ν at q = 0, and approaches ω2

L,ν for q2 � q2
∞,scr. However, for our

system, we estimated the impact of including this q dependence on the scattering rate

by calculating the average of the matrix element |gq,ν |2 over q, and find it to make less

than 5% difference. Therefore, we neglect the q dependence of the frequencies, and use

the unscreened q-independent LO frequency values in our study.

2.3.4 Ionized impurity scattering

To treat ionized/charged impurity scattering, two approaches are commonly used: the

Brooks-Herring (BH) and Conwell-Weisskopf (CW) approaches [77]. Both approaches are

based on the Born approximation (elastic scattering), and differ only in the manner in

which screening is treated. The choice of approach depends on the screening regime,

which is determined by the dimensionless parameter η:

η =
16Z2N

2/3
imp

q2
scr

R∗H
εk

, (2.44)

introduced by Ridley [78], who suggested BH to be valid for η < 1, and CW for η > 1.

R∗H = 13.605m∗k/meε
2 eV is the effective Rydberg energy, where m∗k is the band mass

at wavevector k. The screening wavevector q2
scr is computed in a medium described

by the static dielectric constant ε [77] and is different from q2
∞,scr in Eq. 2.41 used in

the screening of electron-phonon interaction by a factor of ε∞/ε. Based on Ridley’s

criterion, for densities 1017–1021 cm−3 the BH approach should be applicable (η < 1).

The scattering rate for Nimp ionized impurities of charge Ze within the BH approach is
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given by

τ−1
imp(k) =

π

2
vkNimp

(
Ze2

4πεε0εk

)2

×

[
ln

(
1 +

8m∗kεk
~2q2

scr

)
−
(

1 +
~2q2

scr

8m∗kεk

)−1
]
. (2.45)

2.3.5 Hall mobility and Hall factor

It is common practice in transport experiments to report mobility values based on

Hall measurements, where the Lorentz force due to an applied magnetic field acting on

the electric-field accelerated carriers [79] is used to extract transport properties. The

Hall mobility µH, reported in Hall measurements, is different from the drift mobility µ

(related to the conductivity in Eq. 2.38) by the Hall factor rH [64, 79]:

µH = rH µ . (2.46)

The Hall factor, usually on the order of 1–2, is obtained from the electrical conductivity

σ (Eq. 2.38) and the conductivity coefficient σH as [80,81]

rH =
σH

σ2
ne . (2.47)
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The conductivity coefficient is calculated using the expression

σH = 2e3

∫
Ω

d3k

(2π)3 τ
2 (k)

(
−∂fk
∂ε

)
vx
(
vxM

−1
yy − vyM−1

xy

)
, (2.48)

where, for the case of a hyperbolic band dispersion,

M−1
ij =

1

~
∂vj
∂ki

(2.49)

= [m∗Γ (1 + 2αεk)]−1 (δij − 2αm∗Γvivj) . (2.50)

For parabolic dispersion, α = 0, M−1
yy = (m∗Γ)−1 and M−1

xy = 0. Due to the dependence

of σH on τ 2(k), σ on τ(k) and rH on their ratio, including the k-dependence of τ(k) is

necessary for the calculation of Hall mobility. Neglecting the k dependence results in

rH = 1, i.e., the Hall and drift mobilities become identical.
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Implementing field dependence of

dielectric constant into

Schrödinger-Poisson solver

One of the many interesting and useful phenomena observed in complex oxides is the

formation of a high-density 2DEG at an interface between nonpolar and polar complex

oxides, as was discussed in Sec. 1.3. Schrödinger-Poisson solvers can be used to model the

behavior of the 2DEG. However, this is complicated by the fact that some of the complex

oxides, including STO, exhibit a field dependence of their static dielectric constant, which

occurs due to the presence of soft phonon modes [25, 26]. The large 2DEG density

results in a large band bending, which in turns causes a large electric field. Therefore,

it is imperative to account for the field dependence in the static dielectric constant to
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model the properties of the 2DEG. Currently available Schrödinger-Poisson solvers do

not implement the field dependence of dielectric constant. In this chapter, we incorporate

the field dependence into a Schrödinger-Poisson solver, and use the implementation to

simulate the intrinsic 2DEG at the LaAlO3/SrTiO3 as well as GdTiO3/SrTiO3 interfaces.

3.1 Introduction

The confinement of carriers in an interfacial potential well [inset of Fig. 3.1] is as-

sociated with the presence of a large electric field. The potential profile that confines

the carriers is dependent on the dielectric properties of the material. As mentioned in

Chapter 1, in many complex oxides, including STO, the dielectric properties depend

strongly on the electric field [22, 23, 24], due to the presence of a soft optical phonon

mode [26, 27]. Given that the electric field affects the dielectric properties, and that

the dielectric properties in turn affect the electric field, modeling of the interface based

on a Schrödinger-Poisson (SP) solver should take the field dependence of the dielectric

constant into account in a selfconsistent manner. To date, only a few analyses and sim-

ulations [27, 29, 30, 31] have accounted for this field dependence at the interface that

confines a 2DEG. Taking the field dependence of the dielectric constant into account is

not only important in simulations, but is also necessary for the correct interpretation of

experimental C − V measurements at large applied voltages [32].

Schrödinger-Poisson simulations can be effective in studying the effect of the field-

dependent dielectric constant of STO on the 2DEG confined at the interface of STO/GTO.
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Figure 3.1: Dielectric constant as a function of the electric field. The dashed line is
determined by fitting Eq. 3.1 to the experimental measurements of Ref. [24]. These
experimental data points are not continuous as they were obtained from 3 different
samples. The solid line is determined by integrating over the field, as expressed in
Eq. 3.2. The curve fitting, integration and plotting were done by my colleague, Dr.
Hartwin Peelaers. The inset shows a schematic band diagram of the confinement of a
2DEG at an interface between STO and a barrier material. The band bending reflects
the presence of an electric field.

The basic material parameters, such as band gaps, band offsets and conduction-band ef-

fective masses are obtained from first-principles calculations. While we consider the

STO/GTO heterojunction with the full 2DEG density of 3.3×1014 cm−2 as a prototypical

example1, the physics described here is more general, and the conclusions are applicable

to other heterojunctions with a 2DEG confined in STO, as we will explicitly verify by

simulations for an STO/LAO interface. Our goal is to produce results that can aid in

1The band diagram for STO/GTO differs from the one shown in the inset of Fig. 3.1 by the inclusion
of a “lower Hubbard band” in the GTO, lying well below the conduction-band minimum of STO (see
Ref. [82]). The presence of this band does not affect any of the physics discussed in the present work.
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interpreting experiments (e.g., capacitance measurements), and also to provide insight

into the physical mechanisms and phenomena that result from the field dependence.

3.2 Implementation details

The dependence of the dielectric constant on electric field is taken from experi-

ment [24] (data points in Fig. 3.1). In principle, this dependence can also be obtained

from first-principles calculations, but in practice this requires a large effort that has been

executed in only very few instances to date [30], and then only at 0 K. The dielectric con-

stant is actually strongly temperature dependent [22,23,24], and since the main interest

is in devices that operate at room temperature, it is most appropriate to work with the

experimental data [24] that were obtained at room temperature.

Our simulations are based on the nextnano3 code [83], modified to implement a field-

dependent dielectric constant. The code solves for the electrostatic potential, charge

density, and Fermi level (EF) across the heterojunction. The input parameters include

electron effective masses (1.0 me, fitted to reproduce the density of states obtained from

density functional theory with a hybrid functional [21]) and the static dielectric constant

of GTO (ε = 30). The static dielectric constant of STO is implemented as a variable

that depends on the electric field. Further details of the implementation are described

below. The band gaps of GTO and STO are 2.05 eV and 3.27 eV, respectively; the

conduction-band offset is 1.47 eV [82]. The heterojunction was simulated with 500 nm of

STO on one side interfaced with 500 nm of GTO. No background doping was assumed;
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we explicitly checked that uniform doping of the STO, up to levels of 1×1018 cm−3 made

no difference to the results (change in ε smaller than 1 in the region of the highest field).

The intrinsic 2DEG of density 3.3×1014 cm−2 was simulated by introducing dopants with

a concentration of 1.6×1022 cm−3 in a 0.2 nm region on the GTO side of the interface.

Obtaining the field dependence of the dielectric constant from experimental data

requires careful consideration of its physical meaning. For linear media, the dielectric

constant is the proportionality factor between the electric displacement D and the electric

field E, D = εE. More generally, for non-linear media, ε depends on the electric field

as well, and therefore the previous linear equation should be replaced with a derivative

equation: dD = εd(E)dE, where the subscript in εd(E) indicates its derivative nature.

My colleague, Dr. Hartwin Peelaers, obtained a functional form for the field-dependent

dielectric constant by fitting the results of van der Berg et al. [24] to an empirical equation

of the following form

εd(E) =


300, E ≤ 0.27 MV/cm

dD
dE

= ae−bE + ce−fE, E > 0.27 MV/cm,

(3.1)

where a = 358.50, b = 1.84 cm/MV, c = 83.84, and f = 0.15 cm/MV are fitting

parameters. At this stage, careful attention should be paid to the form in which the

Poisson equation is implemented in the Schrödinger-Poisson solver. In some codes, the

Poisson equation is implemented as E =
∫
dr[ρ/εd(E)], and εd(E) can be used directly.

However, other codes (including the nextnano3 code we use) implement the Poisson
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equation as ∇ ·D = ∇ · [ε(E)E] = ρ, and therefore require a dielectric constant that is

obtained by integrating Eq. 3.1 and computing ε(E) = 1
E

∫
dD
dE
dE:

ε(E) =


300, E ≤ 0.27 MV/cm

− 1
E

[a
b
e−bE + c

f
e−fE − 719.307], E > 0.27 MV/cm.

(3.2)

The experimental data [24] (three separate curves correspond to three different sam-

ples), our fit to the data, and the integrated ε(E) are all shown in Fig. 3.1. For electric

fields smaller than 0.27 MV/cm, STO behaves as a linear medium; therefore the dielec-

tric constant remains constant at 300 independent of the field, and the dD/dE and D/E

curves coincide.

In practice, the nextnano3 code assumes linear media when solving the SP equations.

To mimic a non-linear medium, we partition the STO region of the device into regions of

width 0.1 nm up to 10 nm from the interface, and regions of width 1 nm between 10 nm

and 50 nm from the interface. The remainder of the STO region formed one partition.

For the first iteration, all the partitions of STO are assigned a dielectric constant of 300.

At the end of each iteration, the electric fields in different regions are obtained from the

solution of the SP solver. Within each region, the average value of the electric field is

then used to calculate the corresponding dielectric constant from Eq. 3.2. The next SP

iteration is then performed using the dielectric-constant values assigned to each of the

regions, and the electric field is recalculated. We iterate this procedure until the change

in the dielectric constant for each region is smaller than 0.01 in consecutive SP iterations.
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The converged result is shown in Fig. 3.3. We checked that the partitioning of the STO

into regions was fine enough not to affect the results.

Initial guess for εold(E, x)

Schrödinger-Poisson
solver

Compute Electric field E(x)
from potential V(x)

Recalculate field-dependent
εnew(E,x)

Check convergence criterion:
εnew(E,x) - εold(E,x) < 0.01 
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,x
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Figure 3.2: Algorithm implemented to account for the field-dependent dielectric per-
mittivity in a Schrödinger-Poisson solver.

3.3 Results and discussion

We find that the electric field reaches a maximum of 20.50 MV/cm at the STO/GTO

interface, and rapidly decreases away from the interface. In the region of high electric

field a corresponding reduction in the dielectric constant is observed [Fig. 3.3(b)]. Near

the interface the dielectric constant in STO is 37, and away from the interface it increases

to the low-field value of 300. Our numerical approach required a discretization of the

dielectric constant; due to the large electric fields near the interface and the exponential
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Figure 3.3: (a) Calculated electric field near the STO/GTO heterojunction. The
junction is located at 0 nm. (b) Corresponding dielectric constant, as determined
from Eq. 3.2 using the calculated average electric field in each region.

dependence of ε on the field, adjacent regions within a few Å of the interface exhibit large

differences in dielectric constant values. This results in discontinuities in the electric field

curve near the interface (as D is required to be continuous). Regardless, the values for

the electric field and the dielectric constant within each region elucidate the real physical

mechanism involved.

The proper treatment of the field dependence of the dielectric constant has a dis-

tinct effect on the distribution of electrons within the 2DEG. In Fig. 3.4 we compare the

electron distribution obtained by taking the field dependence into account with the distri-

bution that is obtained using the traditional assumption of a field-independent dielectric

constant (with a value of 300). The field dependence reduces the value of the dielectric

constant, and from Poisson’s equation a smaller dielectric constant results in a larger
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electric field. Therefore, we expect that taking the field dependence of ε into account

will result in larger electric fields and hence increased band bending as well as stronger

confinement of the 2DEG; this is indeed borne out by our simulations, shown in Fig. 3.4.

If a constant ε is assumed, the 2DEG has a peak density of 1.82×1021 cm−3 located 0.62

nm away from the interface, and EF lies 0.44 eV above the conduction-band minimum

(EC) at the interface. The maximum value of the electric field is 2.17 MV/cm, which

leads to a reduction of the dielectric constant (Eq. 3.2). Accounting for this field depen-

dence increases EF to 0.85 eV above EC, and causes the peak in the 2DEG density to

shift closer to the interface by 0.29 nm compared to the field-independent case. The peak

value of the 2DEG density also increases to 2.66×1021 cm−3 (see Table 3.1), and its width

is distinctly narrowed compared to the constant-ε case. Since the screening wavevector in

a 2DEG is inversely proportional to the dielectric constant [84], the screening length fol-

lows the variation of the dielectric constant [Fig. 3.3(b)]. The increased electron density

also could lead to more electron-electron scattering [35]; in addition, the closer proximity

of the electrons to the interface may lead to increased interfacial scattering.

For systems other than STO/GTO [12] and γ-Al2O3/STO [85], experimentally re-

ported 2DEG densities [6, 7, 86] are smaller than 3.3×1014 cm−2; one possible reason for

this reduction is the transfer of electrons from the interface to surface states on the polar

material [39]. It is therefore of interest to address the variation in dielectric constant and

band bending for a range of systems with different 2DEG densities; the results are shown

in Table 3.1. We find that 2DEG densities smaller than 1 × 1013 cm−2 leave the dielec-
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tric constant unaltered from its low-field value over the entire STO region. In 2DEGs

with higher densities, the peak position of the 2DEG shifts towards the interface and its

peak value increases. This is accompanied by a larger band bending, and hence a larger

electric field that decreases ε.

Table 3.1: Field-dependent properties of the 2DEG, namely peak position, peak
height, Fermi level relative to conduction-band minimum, minimum value of ε and
maximum value of the electric field, for different 2DEG densities.

2DEG density peak position peak height (EF − EC) min. ε max. el. field
(cm−2) (nm) (1020 cm−3) (eV) (MV/cm)

5.0× 1013 1.32 1.38 0.09 162 3.25
1.0× 1014 1.01 3.81 0.20 104 6.48
3.3× 1014 0.33 26.6 0.85 37 20.51

Very similar results were obtained for the STO/LAO interface, in line with existing

estimates based on solving the Poisson equation [31]. This interface differs from the

STO/GTO interface by the conduction-band offset being 1.89 eV instead of 1.47 eV. The

similarity of the results indicates that the effect of the field dependence is not sensitive to

the nature of the wide-band-gap oxide that provides confinement to the 2DEG occurring

in STO.

3.4 Conclusion

In conclusion, we have studied the effects of the field dependence of the STO dielectric

constant on fields and electron distributions in the 2DEG occurring at complex-oxide

interfaces. We used Schrödinger-Poisson simulations that selfconsistently solve for the
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Figure 3.4: Electron distribution at the STO/GTO interface (left axis, dashed lines)
assuming either a constant dielectric constant (ε=300) or a field-dependent ε. The
corresponding conduction-band profile is shown in solid lines (right axis).

electric field and the dielectric constant, with parameters obtained from first-principles

calculations along with experimental data for the field dependence. The STO/GTO

interface was used as a prototypical interface for our study, but our results apply more

generally to other STO interfaces containing a 2DEG such as STO/LAO, as they are not

sensitive to the barrier material confining the 2DEG. The effect of the field dependence

is significant, leading to enhanced confinement and increased density of charge carriers

closer to the interface. These insights and qualitative results will aid in understanding

and analyzing the distribution of charge carriers.
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Chapter 4

First-principles theory of surface

charging1

4.1 Introduction

Observations of a two-dimensional electron gas (2DEG) with high carrier density

(∼ 1013 cm−2) (Refs. [6,7,8,9]) at the (001) interface between SrTiO3 (STO) and LaAlO3

(LAO) have generated great interest. In spite of a decade of investigations, the mecha-

nisms governing the 2DEG formation and its density are not yet fully understood. The

polar catastrophe model [6, 14] is still widely used to explain interface doping in this

heterostructure, although experimental evidence [13] does not seem to support it. A

1The content of this chapter was published in the journal Physical Review B, Ref. [39]. Copyright
(2015) by the American Physical Society.
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complete and consistent model that can explain all the experimental findings in the

LAO/STO heterostructures is still lacking.

Recent calculations [21,87,88,89,90] as well as experiments [91,92,93,94] have stressed

the importance of the LAO surface in determining the density of the 2DEG at this

interface. Cen et al. [91] demonstrated the reversible process of inducing conductivity

at the LAO/STO interface using a conductive tip at the surface of LAO by applying a

field. Other groups [92,93,94,95,96,97,98] have observed similar phenomena and find a

strong correlation between the environment to which the surface of LAO is exposed and

the 2DEG density at the interface. Despite the important role played by the surface,

there is a lack of experimental studies to determine the exact nature and structure of the

LAO surface in this system. Most groups assume the surface to be AlO2-terminated by

counting the RHEED (Reflection High-Energy Electron Diffraction) intensity oscillations

during growth [11, 91]. However, the surface termination and its structure may change

upon exposure to conditions under which the 2DEG properties are measured.

It has been previously demonstrated that electrons residing in the 2DEG with a

density of 3.3×1014 cm−2 (0.5e− per areal unit) are intrinsic to the interface between

LAO and STO along the [001] direction [21]. If the LAO layer is sufficiently thin, these

electrons can transfer to empty surface states on the LAO surface and deplete the 2DEG

density; indeed, the experimentally observed 2DEG densities are much lower than the

nominal 3.3×1014 cm−2 [7,8,9]. Such a transfer of electrons from the interface also leaves

the LAO surface charged. This phenomenon of surface charging is a common occurrence
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in many other systems of practical interest as well, but has not been addressed from

first principles until very recently [99]. It is our goal in the present study to rigorously

address the physics involved with surface charging within a first-principles context, and

apply the understanding to model the interactions between the interfacial 2DEG and

the surface in LAO/STO heterostructures. We note that Bristowe et al. [88] adopted

an opposite viewpoint for the mechanism of 2DEG formation: they did not consider the

2DEG to be intrinsic to the LAO/STO interface, but assumed that the carriers appear

at the interface in order to screen the field in the LAO. Although in the case of thin LAO

films terminated by a surface both viewpoints are equivalent, the arguments in Ref. [88]

break down in the case of a superlattice, or LAO capped with another material.

Most theoretical efforts to date have focused on studying the interface properties of the

LAO/STO heterostructures [30, 100]. Surface studies for these heterostructures [89, 101]

have been limited to a small set of surface structures owing to the high computational

cost involved. We overcome this limitation by formulating a model that represents the

coupling between the LAO surface and the LAO/STO interface, including the effects of

surface charging. This allows us to calculate the properties of the LAO surface separately

from those of the interface. We can then use the model to study the heterostructure as

a whole. This approach eliminates the need for studying both STO and LAO (i.e., the

interface and the surface) within the same calculation, thus greatly lowering the com-

putational demand and allowing us to more thoroughly explore surface reconstructions.

Even more importantly, the separation of the surface problem from the interface problem
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results in a more general formulation, which will be useful to address similar systems in

the future. Bristowe et al. [88] have proposed a model to consider O-vacancy defects on

the surface, from the viewpoint that the carriers in the 2DEG arise in order to screen

the field in LAO. Their model uses a number of parameters taken from different sources,

and does not allow for a general comparison between different surface terminations with

various defects. In our work, we overcome this limitation by an explicit consideration of

the absolute surface energy. There have been other proposed mechanisms for the origin

of carriers at the interface, which are based on defects in STO bulk, cation intermixing,

and oxygen vacancies near the interface [18, 102, 103]. These issues will be not be dealt

with in this work.

In order to study the surface of LAO as a separate entity, and to include the effects of

charging the surface, calculations that treat charged surfaces of a dielectric are required.

The usual theoretical treatment of surface reconstructions assumes that the surfaces al-

ways remain neutral. Indeed, the computational treatment of non-neutral surfaces has

not been possible in the past, since a non-neutral system clearly leads to divergences in

energy, and robust methods for providing charge neutralization in the case of semicon-

ductors or insulators were lacking [104]. Charged surfaces do occur, however, in many

situations of practical interest. One example is the surfaces of doped semiconductors,

which typically exhibit band bending in the near-surface region. Depletion of carriers

leads to fixed charges and the formation of a space-charge region, and the free carriers

charge the surface by occupying surface states [105, 106]. The amount of band bending
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is determined by Fermi-level pinning at the partially filled surface states. In the case of

semiconductor surfaces, the amount of surface charge is typically small relative to the

density of atoms on the surface. In contrast, in the LAO/STO system the amount of

charge transferred to the surface (0.5 electrons per areal unit cell) is of the order of the

surface atomic density. Due to the magnitude of the amount of charge added to the

surface, careful treatment of the charged surface is essential to accurately address the

energetics.

In this work, we determine the stable surface terminations and reconstructions of

LAO films grown on STO substrates. This is accomplished by first calculating surface

energies of various surface reconstructions and terminations on the (001) surface of LAO,

using first-principles calculations based on hybrid density functional theory, taking into

account the effects of charging the surface. Subsequently, the system consisting of a thin

LAO film on an STO substrate is analyzed, allowing us to examine the interplay between

LAO thickness, density of the 2DEG at the LAO/STO interface, and the stability of

surface reconstructions on the LAO surface. We consider Al-adatom, H-adatom and

O-vacancy reconstructions, which can be regarded as corresponding to a high density

of point defects on the surface. We will also investigate the consequences of modifying

the density of such point defects. While we do not explicitly calculate isolated surface

defects, but estimate the energetics based on reconstructions with varying coverage, we

will use the term “surface defects” to refer to a uniformly spaced 2D array of defects (such

as Al-adatoms) with a given concentration. Overall, our interest will be to quantify the
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2DEG density remaining at the LAO/STO interface after the transfer to the surface,

that would minimize the total energy of the system for a certain thickness of LAO, and

result in a stable LAO surface.

The presentation of the work is organized as follows: In Sec. 4.2.1 we describe our first-

principles calculations to determine atomic and electronic structure as well as energetics

of surfaces. Section 4.2.2 describes the methodology involved in calculating the surface

energies of neutral reconstructed as well as unreconstructed LAO surfaces from first

principles. The approach developed by Lozovoi et al. [107] to treat charged surface of

metals is generalized to the treatment of charged surface of dielectrics, as systematically

explained in Sec. 4.2.3. In Sec. 4.3, we calculate and discuss the electronic structure of

the bulk and the surface of LAO. In Sec. 4.4 we build on the methodology of Sec. 4.2.3

and the results of Sec. 4.3 to formulate a model for the surface energetics of LAO in

LAO/STO heterostructures, i.e., in the presence of an interfacial 2DEG. By applying

the model to various surface reconstructions, we can determine the most stable surface

termination as well as stable surface reconstructions. Finally, in Sec. 4.5, we discuss the

2DEG density at the LAO/STO interface for surfaces of LAO with varying densities of

Al-adatom, H-adatom and O-vacancy surface defects. Based on the results obtained for

the 2DEG density, the trends related to the thickness of LAO films are discussed for a

variety of environmental conditions to which the surface might be exposed.
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4.2 First-principles methodology for charged surfaces

4.2.1 First-principles method

Our first-principles calculations were performed using density functional theory (DFT)

with the screened hybrid functional of Heyd, Scuseria and Ernzerhof (HSE) [55,108], and

the projector augmented wave method [56, 109] as implemented in the Vienna Ab-initio

Simulation Package (VASP) [58, 110]. The use of the HSE hybrid functional with the

default mixing parameter α of 25% gives an accurate description of the band gap and

lattice parameters of both LAO and STO [82,111].

In order to study surfaces, we used the supercell approach with a symmetric slab

geometry based on cubic LAO with a slab thickness of 5.5 unit cells corresponding to 11

layers of LAO with two identical surface terminations along the [001] direction, separated

by ∼15 Å of vacuum [see Fig. 4.1(a)]. Each layer corresponds to a plane of atoms, either

an AlO2-plane or an LaO-plane [See also Sec. 4.3]. Therefore, a supercell having an

AlO2-terminated surface will have 6 layers of AlO2 and 5 layers of LaO. Our supercells

contain only an LAO slab along with vacuum, and do not include STO or any interfaces.

We therefore do not explicitly address the electrons in the 2DEG, but focus on the

surface properties of LAO, for which the HSE functional provides accurate results [112]

Three layers at the center of the slab were kept fixed to the LAO bulk structure, while

atoms within two unit cells (4 layers) of each surface were allowed to relax. Due to the

periodic boundary conditions there may be interactions between the periodic images of
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the surfaces. We have explicitly verified, by independently varying the slab thickness and

vacuum thickness, that our geometry leads to results that are converged to within 0.35

meV/Å2. For bulk calculations, integrations over the Brillouin zone used a Monkhorst-

Pack [113] k-point mesh of 4×4×4, while a 4×4×1 mesh was used for the (1×1) surface

calculations, and a 2×2×1 mesh for the (2×2) surface calculations. The area of a (1×1)

unit cell is 14.29 Å2.

Reference
electrode

Reference
electrodeLAO slab

Vacuum Vacuum

(a)

(b)

(c)

Vacuum Vacuum

Vacuum Vacuum

-Lz— 2
-Ls— 2

Ls— 2
Lz— 2

0

Figure 4.1: Schematic illustration of (a) the supercell used to calculate a symmetric
neutral slab with dielectric constant ε with vacuum on either side, (b) the process of
adding charge (shown in yellow) to the surface of the slab with a uniform compensat-
ing background charge (shown in blue) spread throughout the supercell, and (c) an
auxiliary system with reference electrodes at the cell edges.
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4.2.2 Surface energy of neutral reconstructed LaAlO3 surfaces

The surface energy can be determined from supercell calculation for a slab with the

equation:

γsurface =
1

2
[Eslab(nLAO)− Ebulk(nLAO)

−nLa · µLa − nAl · µAl − nO · µO],

(4.1)

where Eslab is the total energy of the slab supercell containing two identical surfaces,

Ebulk(nLAO) is the total energy of the corresponding number of bulk LAO cells, ni is the

number of excess atoms of species i in the slab supercell, and µi is the chemical potential

of species i, which is a variable representing experimental conditions.

The stability equation of LAO, expressed in terms of the chemical potentials µi of

the constituent elements referenced to their elemental phases, is:

µAl + µLa + 3µO = ∆Hf (LaAlO3), (4.2)

where ∆Hf (LaAlO3) is the enthalpy of formation of LAO. The formation of compet-

ing phases such as Al2O3 in the Al-rich limit, and La2O3 in the La-rich limit, imposes

additional constraints:

Al-rich: 2µAl + 3µO ≤ ∆Hf (Al2O3) , (4.3a)

La-rich: 2µLa + 3µO ≤ ∆Hf (La2O3) , (4.3b)
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where ∆Hf (Al2O3) and ∆Hf (La2O3) are the enthalpies of formation for Al2O3 and

La2O3, respectively.

4.2.3 Methodology to treat charged surfaces

The first-principles method to obtain surface energies described above applies to neu-

tral surfaces. Adding charge to a slab supercell creates serious complications, which have

stymied calculations for charged 2D systems in the past: since the energy of an infinite,

periodic, charged system diverges, the added charge must be compensated so the period-

ically repeated supercell is overall charge neutral. The issue of charge compensation has

been thoroughly studied in the case of point defects in the bulk, where charge compen-

sation is provided by a uniform compensating background charge (CBC), and rigorous

prescriptions have been formulated for extrapolating to the dilute limit [57, 114, 115].

Applying a CBC over the entire supercell is, in practice, achieved simply by removing

the G = 0 term in the Fourier expansion of the electrostatic potential.

In the case of charged surfaces, two complications arise. Applying a uniform CBC to

the entire supercell may create artifacts, since the presence of a uniform charge in the

vacuum region is unphysical. The second complication is that, because of the varying

dielectric profile the screening of the CBC is different in different regions of the super-

cell. In the case of point defects on the surface, where the main focus is on removing

spurious interactions between defects in neighboring cells in order to determine results
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for the dilute limit, specific prescriptions have been formulated to correct the calculated

energies [104].

In our present system, however, we are interested not in the dilute limit, but in

situations where the concentration of charge on the surface may be on the order of the

atomic density. Overall charge neutrality could of course be achieved by calculating the

complete system, i.e., including the LAO/STO interface in the supercell [89, 116, 117];

however, as discussed in the introduction, this would require treatment of a system with

a very large number of atoms, exceeding what can be addressed with hybrid density

functional calculations. More importantly, it is not clear how one would disentangle the

properties of the interface and the surface, making it difficult to discuss the physics and

also to present the results in a form that can productively be used for further analysis of

similar systems (e.g., with different layer thicknesses). Instead, we focus on calculations

for a charged LAO slab with a uniform CBC, and correct for spurious effects by adopting

a methodology originally developed by Lozovoi et al. [107] for charged metal surfaces,

which we generalize here for the case of a dielectric slab.

The approach is illustrated schematically in Fig. 4.1. The actual DFT calculations

are performed for a charged slab in a compensating background [Fig. 4.1(b)], but we

will use post-processing corrections to convert the energies and electrostatic potentials

to those of an auxiliary system consisting of the charged slab compensated by grounded

metal “reference electrodes” at the supercell boundaries [107]. This allows us to separate

the electrostatic effects associated with the addition of surface charge from the changes
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in surface energy. The purpose of introducing the “reference electrodes” in the auxiliary

system is two-fold: (1) to prevent the divergence of the electrostatic potential due to the

charged slab (same role as a compensating charge), and (2) to serve as a consistent refer-

ence for the comparison of the energies of surfaces with different charges. The electrodes

do not contribute to the energy of the cell as they are infinitely thin, but they determine

the value (set to zero) of the electrostatic potential at the boundaries. Relaxation of the

atomic positions in a charged supercell could be performed in principle by relaxing the

structure based on forces that are appropriately corrected to remove the spurious effect of

the CBC. However, such force corrections have not yet been addressed [104,107]. In the

present work we fix the structure to correspond to that of the neutral (relaxed) structure,

and neglect any relaxations that may result from charge addition.

The methodology to compute the energy of charged surfaces involves three steps.

First, we calculate the total energy and the macroscopic average of the electrostatic

potential energy of a slab cell with charged surfaces and a CBC. Second, we correct

the macroscopically averaged electrostatic potential energy and the total energy of the

slab by removing the contributions from the homogeneous background charge. As the

final step, we separate out the surface-energy change due to the addition of charge, by

referencing to the neutral surface.

In the following discussions, the symbol V (in units of Volts) will consistently be

used to refer to electrostatic potential, to be distinguished from the electrostatic potential
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energy that electrons experience. Since electrons have negative charge (with magnitude

e), this potential energy corresponds to −eV (in units of eV).

4.2.3.1 Macroscopic averaging

We first calculate and extract the surface energy of the neutral surface, using the

supercell approach described in Sec. 4.2.1. As the surface is perpendicular to the z

direction of the supercell, for the quantities of interest such as the charge density and

the electrostatic potential energy, it is useful to obtain the xy planar average (PA) and

consequently, the one-dimensional macroscopic average (MA), which is a running average

over a period of the lattice [118]. An example for the PA and MA of the electrostatic

potential energy (in units of eV) obtained from our first-principles calculation is shown

in Fig. 4.2 for a neutral surface terminated by an AlO2 plane. Note the constant value of

the MA potential energy in the vacuum region as well as in the center of the slab region

between the two surfaces. This constant value is reached already within two atomic

distances from the surface. This rapid convergence is reassuring with regard to the

ability of the supercell geometry to capture the results for an isolated surface, avoiding

any spurious interactions between the two slab surfaces.

4.2.3.2 Removing the contributions due to the background charge

The electrostatic potential calculated from first principles can be written as a super-

position:

Ṽ (r) = V (r) + Vb(r) (4.4)
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Figure 4.2: Averaged electrostatic potential energy in a supercell containing a slab of
LAO with unreconstructed neutral (relaxed) AlO2-terminated surfaces. The dotted
(red) line corresponds to the planar average of the potential energy in the xy plane;
the solid (blue) line is the one-dimensional macroscopic average. The dashed (black)
line indicates the average of the electrostatic potential energy taken over the entire
supercell, which is arbitrarily set to zero here (a common convention in first-principles
calculations). The top panel shows the geometry of the supercell, aligned to the plot
of the potential energy.

where Ṽ (r) is the electrostatic potential of the slab supercell including the CBC, Vb(r)

is the electrostatic potential of the CBC, and V (r) is the quantity we want, namely the

electrostatic potential of the charged slab supercell without the CBC.

In order to obtain an expression for Vb(r), we make the approximation, as proposed

by Komsa and Pasquarello [104], that the electrostatics of the slab supercell can be

represented by a macroscopic dielectric profile ε(z) that varies only in the z direction.

Within this approximation we can easily solve for the electrostatic potential contribution
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from the CBC, Vb(z), using the Poisson equation:

d

dz

(
ε(z)

d

dz
Vb(z)

)
= −ρb = − q

Ω
, (4.5)

where q is the total CBC and Ω is the volume of the supercell.

In order to define the boundary conditions in solving for Vb(z) from the Poisson

equation in Eq. 4.5, and also to pick a suitable reference potential for comparing systems

with different amounts of charge, grounded “reference electrodes” are placed at the cell

boundaries. We assume that these reference electrodes are far enough from the slab that

the only contribution to the potential at that distance is from Vb(z). Since the reference

electrodes are grounded, this gives us the boundary conditions, Vb(±Lz/2) = 0, to solve

the Poisson equation.

To further simplify the analysis, we approximate the dielectric profile to be a piecewise

constant function with relative dielectric constant ε in the slab and unity in the vacuum.

Since we neglect relaxations, ε is taken to be the “clamped ion” static dielectric constant

(electronic part of the static dielectric constant). For LAO, we use ε = 4.0 (Ref. [119]).

The approximation of a piecewise constant function requires defining a boundary. We

choose the boundary to correspond to the atomic positions of the outermost surface layer.
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Solving the Poisson equation gives

Vb(z) =
−q

2ε0Ω
×

(
z2 − L2

z

4

)
, −Lz/2 < z < −Ls/2

1
ε

(
z2 + L2

s

4
(ε− 1)− εL

2
z

4

)
, −Ls/2 < z < Ls/2(

z2 − L2
z

4

)
, Ls/2 < z < Lz/2.

(4.6)

Equation 4.6 is a generalization of the results for a metallic slab obtained by Lozovoi et

al. [107] to the case of a dielectric slab; the equations for a metal slab can be recovered

by taking the limit ε→∞.

Using Eq. 4.6 for Vb, we can obtain the corrected electrostatic potential V (r) from

the calculated uncorrected potential Ṽ (r) using Eq. 4.4. The corrected and uncorrected

electrostatic potential energies (which differ by a factor of −e from the electrostatic

potential), for the case of 0.25e− added per areal unit cell, are plotted in Fig. 4.3 along

with the potential energy due to the CBC, −eVb(z). In this figure, all the potential

energies are shifted by a constant such that their value at ±Lz/2 is set to zero, as required

by the placement of the reference electrodes. The discontinuity in the slope of −eVb(z)

at ±Ls/2 is due to our choice of the dielectric profile to be piecewise constant. The

corrected potential energy has some key features that illustrate the procedure involved in

removing the contribution from the CBC. −eVb(z) has a smaller curvature within the slab

compared to the vacuum region due to the screening present in the slab. Comparing the
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profiles of the corrected and uncorrected potential energies within the slab region, we see

that the correction removes the parabolic contribution that is present in the uncorrected

potential energy due to the presence of the uniform CBC; the corrected potential energy

is flat (corresponding to zero electric field) in the interior of the slab. Similarly, the

uncorrected potential energy has a curvature in the vacuum region, again due to the

presence of the uniform CBC; after correction the potential energy becomes linear in the

vacuum region. This linear potential profile is equivalent to the potential drop across a

parallel-plate capacitor, with the reference electrode forming one of the plates, and the

sheet of excess surface charge forming the other plate. The slope of the potential (in

units of V/Å), which gives the field, is positive in the left vacuum region. This situation

corresponds to a sheet of positive charges on the reference electrode, and a sheet of

negative charges on the surface, indeed consistent with our addition of 0.25e− per areal

unit cell to the surface, compensated by countercharges on the reference electrodes.

It is important to check the sensitivity of the results to the specific details of the

approach, namely the shape of the dielectric profile and the placement of the surface

plane, Ls/2. As will be reported in Sec. 4.4.3, we found that the specific choices made

here have only minimal effects on the final surface energies.

For completeness, we should acknowledge that Eq. 4.4, which was our starting point,

involves an assumption, namely that we can define the electrostatic potential of the

charged slab supercell without the CBC by subtracting the contributions due to the

CBC [Vb(r)] from the electrostatic potential obtained directly from the first-principles
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Figure 4.3: Electrostatic potential energies in a supercell containing a slab of LAO
with unreconstructed AlO2-terminated surfaces, to which a charge of 0.25e− per areal
unit cell is added. The calculated uncorrected electrostatic potential energy (labelled
−eṼ ) shifted to set the value at ±Lz/2 (supercell boundaries) to 0 eV, is shown by
the dotted (blue) curve. The electrostatic potential energy corrected by removing
contributions due to CBC (labelled −eV ) is shown by the solid light (orange) curve,
and the potential energy due to the CBC is shown as solid black curve. The average
value of the uncorrected potential energy, labeled −e〈Ṽ 〉, is shown by the dotted
horizontal line. The positions of the reference electrodes are indicated by arrows and
labeled “ref. el.”.

calculation [Ṽ (r)]. In principle, the ground-state charge density obtained from first-

principles calculations in the presence of the CBC, which determines the electrostatic

potential, will no longer be the “ground state” for the auxiliary system in which the CBC

is removed. This unavoidable approximation has been discussed in previous works [120,

121].

Once we have an expression for Vb, we can determine the energy associated with the

interaction between the CBC and the slab, and also the self energy of the CBC; removing
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these energy contributions from the calculated energy of the supercell (as in Ref. [107])

gives the corrected energy:

Ees = Ẽes − q〈Ṽ 〉+
q

2Lz

∫
Vb(z)dz, (4.7)

where 〈Ṽ 〉 is the averaged electrostatic potential (a non-zero quantity), obtained from

the first-principles calculation for the supercell, with the boundary conditions discussed

above (see Fig. 4.3). 〈Ṽ 〉, and thus the surface energy, depends on the ratio of the

thickness of the slab to that of the vacuum region. This dependence is not spurious, but

a reflection of the fact that the potential due to a charged surface diverges with distance

from the surface. As will be demonstrated in Sec. 4.4.3, the introduction of a reference

electrode allows a consistent comparison of surface energies for equally sized cells with

different amounts of charge.

For the case of a piecewise constant dielectric profile, we can substitute Vb from Eq. 4.6

into Eq. 4.7 and obtain

Ees = Ẽes − q〈Ṽ 〉 −
q2

24Lzε0Ω

(
L3
s(1−

1

ε
)− L3

z

)
. (4.8)

4.2.3.3 Koopmans’ theorem for charged surfaces

To analyze the corrected energies, we use “Koopmans’ theorem for charged dielectric

surfaces”, which is a generalization of “Koopmans’ theorem for charged metal surfaces”

developed by Lozovoi et al. [107] For a charged dielectric surface, the theorem states that
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the surface energy is given by

γ(q) = γ(0) + φσ +
1

ε0

∫ σ

0

t[
Lz
2
− zc(t)]dt, (4.9)

where γ(0) is the surface energy of the neutral slab; φ (a positive quantity in units of

volts) is the potential difference between the vacuum level and the lowest unoccupied level

(for electron addition) or the highest occupied level (for electron removal), calculated for

the neutral dielectric surface; q is the total charge of the CBC (in units of electronic

charge); σ is the surface charge density given by σ = q/2A, where A is the surface area

per unit cell; Lz/2 is the position of the reference electrode; and zc is the centroid of the

excess surface charge given by,

zc(σ) =
1

σ

∫ Lz
2

0

zδρ(σ; z)dz. (4.10)

Here δρ(σ; z) = ρ(σ; z) − ρ0(z), i.e., the excess surface charge is given as the difference

between the planar averaged charge density of the charged surface calculation, ρ(σ; z),

and the planar averaged charge density of the neutral surface, ρ0(z). When presenting

our results for surface energies we will use the explicit definition of zc (Eq. 4.10), but it

is interesting to explore the sensitivity of the result to this value. Reassuringly, we will

find in Sec. 4.4.3 that this sensitivity is low; i.e., if zc is approximated to equal Ls/2 (the

position of the surface layer in the neutral slab supercell), this results in only a small

error in γ(q).
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The second term in Eq. 4.9 is the energy contribution of adding an electron to the

lowest unoccupied state or removing it from the highest occupied state of the neutral

slab with the electrodes serving as a reservoir of electrons. The third term is the energy

of the electrostatic field in the parallel-plate capacitor formed between the electrode and

the charge on the surface.

The term “Koopmans’ theorem” refers to the fact that the ionization energy, in the

case of electron removal (or the electron affinity, in the case of electron addition) is

given by the highest occupied molecular orbital (or the lowest unoccupied molecular

orbital). Indeed, this is expressed by the second term of Eq. 4.9. We also note that,

if we approximate zc by Ls/2, all of the elements in Eq. 4.9 can be determined from a

calculation for a neutral surface, justifying the name “Koopmans’ theorem for charged

dielectric surfaces.” “Koopmans’ theorem for charged metal surfaces” [107] would be

recovered by setting φ to the difference between the vacuum level and the Fermi level of

the metallic surface.

4.3 Electronic structure of the bulk and surface LaAlO3

4.3.1 Bulk

LAO has a rhombohedral perovskite structure at room temperature and transforms

into a cubic phase at ∼ 813 K [119]. LAO has been observed to grow coherently in

the cubic phase on cubic STO [18, 122]; therefore, we focus on cubic LAO in this study
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[Fig. 4.4(a)]. Since STO and LAO have a lattice mismatch of about 3%, LAO thin films

grown on STO substrate might be strained. In our analysis, we neglect effects due to

strain.
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Figure 4.4: (a) Schematic of the structure of cubic LAO, showing two unit cells with
the AlO6 octahedra. (b) Alternating layers of AlO2 and LaO in a slab, with the
surface terminating in an AlO2 plane. (c) Schematic depicting alternating charged
planes and 0.5e− transferred from LaO planes to the neighboring AlO2-planes in the
bulk. The surface is shown terminated by an AlO2 plane and lacks 0.5 e−.

The electronic structure of LAO bulk calculated from first-principles is shown in

Fig. 4.5. The valence-band maximum (VBM) at the R-point is composed mainly of O

2p states and the conduction-band minimum (CBM) at the Γ-point is composed mainly

of doubly degenerate eg La 5d states. The direct band gap of cubic LAO at the Γ-point
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is calculated to be 5.04 eV and the R → Γ indirect gap is 4.88 eV. Experimental data

for the band gap of LAO is available only for the rhombohedral phase. Our calculated

band gap for the rhombohedral phase is 5.51 eV, in good agreement with the observed

value of 5.6 eV [119].
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Figure 4.5: Electronic structure of bulk cubic phase LAO. The direct (5.04 eV) and
indirect (4.88 eV) band gaps are indicated. The zero of energy was set to the va-
lence-band maximum at the R-point.

4.3.2 Surface

Along the [001] direction, LAO can be viewed as composed of alternating planes of

LaO and AlO2, as shown in Fig. 4.4(b). In the ionic limit, the La and Al atoms each

contribute 3 valence electrons, assuming a +3 charge, while O assumes a –2 charge. Thus,

in the bulk an LaO plane (La+3O−2) has a net charge of +1 per unit cell, whereas an

AlO2 plane (Al+3O−2
2 ) has a charge of –1 per unit cell. Within this ionic picture, we can
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think of each LaO plane donating 0.5e− per areal unit cell to the AlO2 plane above and

0.5e− to the AlO2 plane below, as shown in Fig. 4.4(c).
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Figure 4.6: Projected band structures for unreconstructed (but relaxed) (1×1) sur-
faces of LAO: (a) LaO-terminated and (b) AlO2-terminated. Solid (gray) curves rep-
resent projected bulk states. Dashed (blue) curves indicate spin-up (majority spin)
surface states and dotted (red) curves represent spin-down surface states. For the
AlO2-terminated surface in (b), spin-up and spin-down states are degenerate. The
Fermi level EF is indicated by horizontal solid (black) lines.

At the surface, due to symmetry breaking along the [001] direction, one of the two

neighboring planes to an LaO or AlO2 plane is absent, which leads to a deficit or excess

of electrons at the surface. As illustrated in Fig. 4.4(c), the unreconstructed AlO2-
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terminated surface exhibits a deficit of 0.5 e− (or, equivalently, an excess of 0.5 hole) per

areal unit cell due to the lack of an LaO plane above to donate the electrons. Likewise,

an unreconstructed LaO-terminated surface has an excess of 0.5e− per unit-cell area due

to the absence of an AlO2-plane above to accept the electrons.

The electronic structure of the AlO2- and LaO-terminated surfaces reflects the physics

contained in this simple ionic picture. Figure 4.6 shows the calculated surface band

structure of LAO projected onto the bulk valence and conduction bands. For the un-

reconstructed LaO-terminated surface, the band structure shown in Fig. 4.6(a) reveals

surface states of La-5d character near the conduction band, partially filled with an excess

of 0.5 e− per areal unit, as expected from the ionic picture. On the other hand, for the

unreconstructed AlO2-termination [Fig. 4.6(b)], surface states of O-2p character appear

near the valence band, partially filled with 0.5 hole per areal unit.

We see that these surface structures lead to energetically unfavorable situations: oc-

cupied electron states occur near the conduction band for the LaO termination, or un-

occupied states near the valence band for the AlO2 termination. Overall these surfaces

are expected to be unstable toward atomic reconstructions that fill low-lying states with

electrons or remove electrons from high-lying states. We studied the relative stability

of atomic reconstructions in detail by calculating their surface energy for both the AlO2

and LaO terminations for bulk LAO, assuming the surface to be charge neutral. The

full set of results and conclusions from the calculations have been reported in Ref. [112].

Here we list the accomplishments and conclusions of the study.
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The native atomic reconstructions that were studied are the (2×2) O-vacancy, (3×2)

Al-adatom, (3×2) La-adatom, and (2×1) Al-and-O-adatoms reconstructions on the AlO2

termination, and the (3×2) La-vacancy and (2×2) O-adatom reconstructions on the LaO

termination. We also studied hydrogenated surfaces: the (2×2) La-vacancy-H-adatom

reconstruction on the LaO termination, and the (2×1) OH-adsorbate reconstruction on

the AlO2 termination. The key conclusions from the calculations are: (1) among the

native reconstructions, the (3×2) La-vacancy reconstruction is the most stable, and (2)

the presence of H stabilizes the (2×1) H-adatom or the OH-adsorbate reconstructions,

whose relative stability depends on the H and O chemical potential. The key insight

obtained from the study is that the energy lowering obtained from surface reconstructions

involving vacancies or adatoms can be explained with an electron-counting rule [123] that

assumes surface states in the upper part of the gap (i.e., with predominantly conduction-

band character) should be unoccupied, and states low in the gap (with predominantly

valence-band character) should be filled. In the following section, we address situations

in which the electrons that fill the low-lying surface states on LAO are provided from

another source, namely from the 2DEG at the LAO/STO interface, leading to a charged

surface.
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4.4 Surface energetics of LAO in STO/LAO heterostruc-

tures

Our situation of present interest, namely a thin layer of LAO on top of an STO

substrate, provides a means for supplying charge to the surface. As described in Sec. 4.3.2,

LAO can be viewed as alternating planes of AlO2 and LaO, each with a charge of −1 and

+1 per areal unit cell, respectively. A similar ionic picture for STO yields alternating

layers of (Sr+2O−2) and (Ti+4O−2
2 ) with each layer being neutral. At the interface between

LAO and STO, if the LAO terminates with an LaO plane and STO terminates with a

TiO2 plane forming a LaO-TiO2 interface, the 0.5e− per areal unit cell given up by the

LaO plane transfers to the TiO2 layer. Indeed, the TiO2 layer does not require the excess

electrons from the LaO plane for bonding, and the large conduction-band offset at the

LAO/STO interface [82] (see Fig. 4.7) ensures that the 0.5e− per areal unit cell end up

in the STO conduction band, giving rise to the 2DEG.

This argument is supported by our discussion of unreconstructed surfaces in Sec. 4.3.2,

which provides direct insight into the electronic structure of the interface. For instance,

the calculated electronic structure for the LaO-terminated surface [Fig. 4.6(a)], reveals

the presence of excess electrons in surface states near the conduction band of LAO. If

such a layer termination is interfaced with a nonpolar material such as STO, having a

conduction band lower than that of LAO, the excess electrons end up occupying the

conduction band of STO. Therefore, a 2DEG of density ∼ 3.3×1014 cm−2 corresponding
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Figure 4.7: Band diagram for the interface between semi-infinite SrTiO3 and (a)
semi-infinite LaAlO3 showing band offsets and the formation of an intrinsic two-di-
mensional electron gas (2DEG), and (b) LaAlO3 with a finite thickness less than the
critical thickness, terminated by an AlO2 plane containing surface states to which
electrons from the 2DEG can transfer, leading to an insulating interface. The values
for the band offsets are taken from Ref. [82].

to 0.5e− per areal unit cell is intrinsic to the LaO-TiO2 interface in the LAO/STO

system [21].

At the same time, if the actual surface of LAO in the LAO/STO heterostructure that

is exposed to the surrounding environment terminates in an unreconstructed AlO2 plane,

the surface would have 0.5 holes per areal unit as in Fig. 4.6(b). These holes would

serve as empty surface states that could be filled by electrons from the interfacial 2DEG
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transferring to the surface in order to minimize the total energy of the system. We are

interested in quantifying the 2DEG density remaining at the interface after the transfer,

that would minimize the total energy of the system for a certain thickness of LAO.

4.4.1 Reference structure

For our zero-energy reference structure, we choose an ideal LaO-TiO2 interface be-

tween semi-infinite LAO and semi-infinite STO, which would have an intrinsic 2DEG

completely confined near the interface (since the electrons have nowhere else to go), with

a density corresponding to 0.5e− per 2D unit cell (3.3×1014 cm−2). Charge neutrality is

satisfied because the density of the electrons in the 2DEG exactly equals the density of

positive charges (0.5 positive charge per La atom) on the La atoms at the interface that

have given up 0.5e−. The Fermi level is determined by the charge-neutrality equation,

and will lie above the bottom of the STO conduction band in the region where the 2DEG

occurs; see the band diagram in Fig. 4.7(a).

4.4.2 Neutral surfaces of LAO

Now we investigate what happens if the STO remains semi-infinite (corresponding to

a bulk substrate), but the LAO layer has a finite thickness; i.e., the LAO is terminated by

a surface. Let us first consider the (hypothetical) situation in which we do not allow any

charge transfer from the interface to the surface. The energy of this system would then

simply correspond to the surface energy of the LAO. Using the methodology described
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in Sec. 4.2.2, we have calculated the absolute surface energy values for different surface

reconstructions and terminations on bulk LAO. A full account is given in Ref. [112];

here we summarize the key results and plot the calculated surface energy values for the

unreconstructed as well as reconstructed surfaces for both LaO and AlO2 terminations

in Fig. 4.8.

The surface energy values in Fig. 4.8 depend on the chemical potentials of the con-

stituent atoms, namely µO, µAl and µLa, as in Eq. 4.1. These chemical potentials are

representative of the chemical environment in which LAO is grown and characterized.

We plot the surface energies as a function of µO, which is the variable that is most com-

monly controlled in experiments. The stability region of LAO [shaded regions in Fig. 4.8]

is defined by these chemical potentials through Eq. 4.2, which forms one constraint.

Since there are three variables in total, we have to choose one additional constraint. As

discussed in Sec. 4.2.2, we examine the two limits, namely Al-rich conditions [dashed

boundary lines in Fig. 4.8], given by Eq. 4.3a, and La-rich conditions [solid boundary

lines in Fig. 4.8], given by Eq. 4.3b. Once a limit is chosen, the surface energy becomes

dependent on µO alone.

Figure 4.8 illustrates that the surface energies of unreconstructed surfaces change lin-

early with µO, but that the surface energies of the reconstructed surfaces are independent

of µO. The latter occurs because these particular surfaces are stoichiometric with respect

to LAO, Al2O3, and La2O3. For the purposes of this work, we will choose Al-rich condi-
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Figure 4.8: Surface energy (in eV/Å2) for (2×2) O-vacancy (VO) (black), (3×2)
Al-adatom (Alad) (blue), and the (3×2) La-vacancy (VLa) (orange) reconstructions
on the LaAlO3 surface as a function of µO. The unreconstructed AlO2 (green) and
LaO (red) terminations are also shown. The regions shaded by diagonal crosshatch-
ing indicate the range of surface-energy values for LaO-terminated surfaces, and those
shaded by solid colors are for AlO2-terminated surfaces, under the conditions within
which LAO is stable; the boundaries indicated by dashed lines correspond to Al-rich
conditions and those indicated by solid lines correspond to La-rich conditions. Details
of stability regions and limiting conditions are discussed in the text.

tions. A more comprehensive treatment, including a discussion of La-rich conditions, is

included in Ref. [112].

The reconstructions that are found to be most stable are all consistent with the

electron counting rule. For example, let us consider adding an Al adatom to the AlO2-

terminated surface. The unreconstructed surface has 0.5 holes per areal unit cell [Sec. 4.3.2].

An Al adatom can donate 3 electrons. Therefore, an Al adatom every 6 areal unit cells

will result in an insulating state by completely filling all the holes. From the calculations,
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we indeed find a (3×2) Al-adatom reconstruction to be the most stable reconstruction on

the AlO2 termination, with the (2×2) O-vacancy slightly higher in energy. On the LaO

termination, the (3×2) La-vacancy is the most stable reconstruction. Overall, the LaO

termination with the (3×2) La-vacancy has the lowest surface energy, in the absence of

impurities.

Our calculations also indicate that the presence of hydrogen alters the stability of

the LaO versus the AlO2 termination. Under Al-rich conditions, H binds to an O atom

forming a (2×1) H-adatom reconstruction on the AlO2-terminated surface, whereas under

La-rich conditions a (2×1) OH adsorbate reconstruction forms on the LaO-terminated

surface.

4.4.3 Charged surfaces of LAO

In the previous section we considered an LAO layer of finite thickness on top of an

STO substrate, and the (hypothetical) situation in which no charge transfer is allowed

from the interface to the surface. Not allowing for charge transfer is unphysical, of course.

For instance, as we saw in Sec. 4.3.2, the AlO2 termination has unoccupied surface states

in the lower part of the band gap, which lie well below the Fermi level (which is near

the CBM of STO at the interface); based on the band alignment between STO and LAO

(Fig. 4.7), we thus expect electron transfer from the interface to the surface. On the other

hand, the LaO-terminated surface has no such empty states low in the gap [Fig. 4.6(a)],

so no electron transfer will occur and the energy of the system with an LaO surface
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will remain unchanged. LaO-terminated surfaces would therefore be preferable from the

point of view of maintaining a high density of electrons at the interface; however, such

surfaces seem more difficult to obtain during thin-film growth [122]. In the remainder of

this section we focus on the AlO2-terminated surface.

In order to study the effect of charging the surface, we consider adding or removing

electrons from the unreconstructed (1×1) AlO2-terminated surface. Our task will be to

calculate the surface energy as a function of electrons added or removed; i.e., we wish

to perform calculations on LAO slabs with (1×1) AlO2-terminated surfaces with various

amounts of charge added to the cell using the supercell approach to treat charged surfaces

as described in Sec. 4.2.3. We perform calculations with the surface charge ranging from

−0.5 (addition of 0.5 electrons) to +0.5 (removal of 0.5 electrons, equivalent to addition

of 0.5 holes) per 1 × 1 areal unit cell. This surface charge is related to the total CBC,

q, as −q/2A, where A is the area of a unit cell and the factor of 1
2

accounts for having

two identical surfaces in the supercell. Figure 4.9 shows results for the total energy for

different amounts of charge added to the supercell. The uncorrected surface energy (in

meV/Å2) is obtained directly from the first-principles calculation using Eq. 4.1, referenced

to the corresponding neutral surface.

As discussed in Sec. 4.2.3, the total energy (and hence the surface energy) obtained

from a charged supercell calculation must be corrected for the spurious interaction due

to the compensating background charge. We obtain the corrected surface energy by

following the steps explained in Sec. 4.2.3 leading to Eq. 4.8. The corrected energy
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and open circles (green) represent corrected values. The solid (red) line shows the
results of Eq. 4.9, based on Koopmans’ theorem generalized for charged surfaces.

corresponds to an auxiliary system where charge compensation is provided by reference

electrodes placed at the edges of the supercell, and is also plotted in Fig. 4.9.

In order to analyze and disentangle the various energy contributions, we turn to the

generalized “Koopmans’ theorem for charged dielectric surfaces” discussed in Sec. 4.2.3.3.

According to the theorem, the energy of a charged surface of a dielectric upon the ad-

dition/removal of charge can be obtained solely from quantities related to the neutral

surface, and is given by Eq. 4.9. We plot γ(q) along with our uncorrected and corrected

surface energies obtained from explicit charged-cell calculations in Fig. 4.9.

To ensure that the approximations made in Sec. 4.2.3 are reasonable, we assess the

sensitivity of the corrected surface energy values to the parameters being approximated.

We performed these assessments for the case of 0.5 e− per areal unit cell added, which
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can be considered a “worst case.” We explored different spatial profiles for the dielectric,

such as the error-function profile suggested by Komsa and Pasquarello [104], but found

that introducing a smearing of 1 Å results in a change of less than 15 meV/Å2 in the

corrected surface energy (which is small compared to the magnitude of this energy, see

Fig. 4.9). A 0.5 Å change in the position of the surface plane, Ls/2, also changed the

results by less than 15 meV/Å2. With regard to Eq. 4.9, we examined the case where zc

is assumed to be independent of the charge added. Taking zc = Ls/2 resulted in an error

of only 20 meV/Å2 in the surface energy γ(q).

The approximate expression for γ(q) (Eq. 4.9) is remarkably very close to the results

from our full first-principles calculations. We can therefore conclude that all of the

changes in the surface energy due to charge addition are extrinsic, by which we mean

that they result purely from the transfer of electrons between a reservoir of electrons

(represented by the electrodes) and the surface. This extrinsic energy change can be

separated into (1) the energy gained or lost due to the transfer of electrons between the

reservoir at the vacuum level and the highest occupied/lowest unoccupied level on the

surface (second term in Eq. 4.9), and (2) an electrostatic contribution, which is equal to

the energy required to charge a parallel-plate capacitor of separation equal to the vacuum

thickness (third term in Eq. 4.9).

Any deviation between the full, corrected result and the result based on Koopmans’

theorem must be attributed to intrinsic contributions, i.e., due to changes in the elec-

tronic structure of the surface upon charge addition. Our results indicate that these
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contributions are quite small, amounting to changes in the surface energy by less than 10

meV/Å2 for amounts of added charge up to a magnitude of about 0.4e− per areal unit

cell. This is small compared to the absolute value of the neutral AlO2-terminated surface

energy, which is about 130 meV/Å2(under Al-rich conditions at µO = 0 eV; see Fig. 4.8).

Larger deviations in the surface energy occur for charge addition exceeding 0.4e− per

areal unit cell. We attribute this to electrons spilling out into the vacuum, which occurs

due to the lowering of the potential in vacuum for such large CBC densities. This is

actually an artifact of our first-principles calculations due to the presence of CBC in the

vacuum region, and does not indicate that Koopmans’ theorem (Eq. 4.9) is less accurate.

4.4.4 Energetics of LAO/STO with surface charging

We can now apply the general formalism for the surface-energy correction to the

case of a thin layer of LAO on STO. We start from our zero-energy reference structure

[Sec. 4.4.1], which is the interface between semi-infinite LAO and semi-infinite STO, at

which an intrinsic 2DEG with a density of 0.5e− per 2D unit cell area (3.3×1014 cm−2)

is present [Fig. 4.7(a)].

When the thickness of LAO is finite, an energy cost needs to be paid associated with

the creation of a surface. In the case of a neutral AlO2-terminated surface, and given

our definition of the reference structure, this cost is simply equal to the surface energy

for an unreconstructed AlO2-terminated surface, γAlO2(µO), which is shown in Fig. 4.8.

But it is clear from Fig. 4.7 that the energy can be lowered by transferring electrons
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from the 2DEG to unoccupied surface states on the surface, which in the case of the

AlO2-terminated surface occur in the lower part of the band gap. This energy gain can

be obtained from the approach discussed for LAO slabs in Sec. 4.4.3: the surface-energy

change is given by the energy related to the transfer of electrons from the electrode to

the LAO surface. Within that formalism, the electrode acts as a reservoir for electrons,

and its potential was set to zero. In a realistic LAO-STO system, which we are discussing

now, the intrinsic 2DEG at the interface acts as the electron reservoir.

As charge is transferred between the 2DEG and the surface, a field builds up across

the LAO layer, as shown in Fig. 4.7(b). This is the same type of field that was present

in the vacuum, within the methodology for an isolated LAO slab discussed in Sec. 4.4.3.

This field contributes to the parallel-plate capacitor energy accounted for by the third

term in Eq. 4.9. If we assume zc to be constant (as discussed at the end of Sec. 4.2.3.3),

then (Lz/2− zc) is equivalent to the thickness d of the LAO layer. Equation 4.9 can then

be rewritten for the specific case of LAO/STO, where the field is present across the LAO

film, as

γ
LAO/STO
AlO2

(µO) = γAlO2(µO)−

σt

e

[(
EF − ESTO

VBM

)
−∆Ev −∆Es

]
+

1

2

σ2
t d

ε

= γAlO2(µO)− σt∆V +
1

2

σ2
t d

ε

(4.11)

where γAlO2(µO) is the surface energy of the neutral AlO2-terminated surface [which de-

pends on µO, see Sec. 4.2.2], σt is the charge density transferred from the interface to the
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surface, d is the LAO film thickness, and EF, ESTO
VBM, ∆Ev, and ∆Es are defined in Fig. 4.7.

In the third line, we have combined these terms as ∆V =
[(
EF − ESTO

VBM

)
−∆Ev −∆Es

]
/e,

which is the potential change when an electron is transferred from the 2DEG to the sur-

face states, analogous to the quantity φ in Eq. 4.9.

Comparing this expression to that developed by Bristowe et al. (Eq. 16 in Ref. [88]),

we see that we have a very similar expression, but with opposite signs on the terms. The

difference in the signs is due to the choice of the zero-energy reference structure, which

in Ref. [88] is taken to be the LAO/STO structure with an insulating interface and a

field in LAO. The energy that they derive is for electron-hole pairs being created and

separated by the field to form the 2DEG and charge the surface. We, on the other hand,

take the 2DEG as intrinsic to the interface between semi-infinite LAO and semi-infinite

STO, which is our zero-energy reference structure [Sec. 4.4.1]. We feel our choice more

accurately reflects the physics, and clearly identifies the origin of the electrons in the

2DEG.

Equation 4.11 shows that the surface energy depends on d and σt. Since there is an

equal density of electrons in the interfacial 2DEG and excess holes on the AlO2-terminated

surface, there will be full transfer of electrons from the interface to the surface if the

thicknesses d is small enough. The upper limit on this “small enough” thickness will be

set by the situation where the surface states are raised high enough in energy to coincide

with the Fermi level. This raising of the surface states occurs because of the presence

of an electric field in the LAO layer. The field arises from the electron transfer, which
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leaves both the interface and the surface with a net charge, and can be calculated from

Gauss’ law: E = σt/εε0. For the case σt/e = 3.3× 1014 cm−2, using ε = 25 (Ref. [124]),

this leads to a field E = 2.4 × 107 V/cm. The critical thickness is reached when the

potential difference over the LAO layer, given by E · d, becomes equal to ∆V (calculated

to be 3.1 V), the difference between the Fermi level at the LAO/STO interface for the

case of semi-infinite LAO (including band bending in STO due to the 2DEG), and the

surface-state level Es on the LAO surface; at that point the surface states are raised to

the level of the Fermi level. This determines the maximum potential difference, because

for larger values of d the electric field will be reduced by the transfer of electrons from

the surface back to the interface. For a field E=2.4×107 V/cm and with ∆V=3.1 V, the

critical thickness is 1.3 nm (∼ 3.5 unit cells), in agreement with the experimental value

of 4 unit cells.

In general, for any given thickness d, the total charge transferred to the surface

depends on ∆V as discussed above. Defining σint to be the intrinsic 2DEG density

corresponding to 0.5e− per areal unit, we can write σt as a function of d:

σt =


∆V ε
d
, ∆V ≤ σint

ε
d

σint, ∆V ≥ σint
ε
d

(4.12)

In Eq. 4.12, as the thickness of LAO becomes large (d → ∞), the density of 2DEG

electrons transferred to the surface becomes small (σt → 0) with a 1/d dependence
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because the cost of transfering electrons to the surface becomes forbiddingly large. As a

result, the 2DEG is restored back to the interface for very thick LAO.

4.5 Surface stability and its effect on 2DEG density

4.5.1 Unreconstructed AlO2-termination

The discussion in Sec. 4.4.4 shows that, for small thicknesses of LAO, the system

with an unreconstructed but charged AlO2-terminated surface can significantly reduce

its energy with respect to the neutral surface. In the present section we will address that

energy lowering quantitatively, and also investigate whether the energy of the charged

unreconstructed surface would become lower than the energy of reconstructed surfaces.

The (corrected) surface energy for a 2-unit-cell thick LAO layer with an AlO2-terminated

surface is plotted in Fig. 4.10; the energy gained by charging the surface lowers the surface

energy by 85 meV/Å2. We see that under O-rich conditions (µO ≥ −1 eV) this charged

surface is lower in energy than all of the reconstructed surfaces considered.

4.5.2 Energetics due to surface defects and reconstructions

In Sec. 4.4, we considered the unreconstructed AlO2-terminated surface, and showed

that charging the surface can significantly lower its energy, for small thicknesses of LAO

films. The resulting energies need to be compared with those of the reconstructed sur-

faces; as discussed in Sec. 4.4.2, reconstructions on neutral surfaces can also significantly
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Figure 4.10: Surface energy (in eV/Å2) for AlO2-terminated thin films of LAO as a
function of µO under Al-rich conditions (see Eq. 4.3a). Results for an LaO-termi-
nated surface with a (3×2) La-vacancy reconstruction are included for comparison.
The dotted (gray) line labeled “2uc AlO2” is the corrected surface energy after elec-
tron transfer to the unreconstructed AlO2-terminated surface for a 2-unit-cell LAO
film. Solid lines refer to the minimized surface energy under a combination of electron
transfer and an Al-adatom surface density of CAlad at each µO corresponding to a
2-unit-cell LAO film [light (orange) line] and a 4-unit-cell film [dark (blue) line]. The
dashed lines refer to surface energies of (3×2) La-vacancy [VLa(3×2)] (red), (2×2) O–
vacancy [VO(2×2)] (black), and (3×2) Al-adatom [Alad(3×2)] (blue) reconstructions,
and the unreconstructed (but relaxed) AlO2-terminated surface (green).

reduce the surface energy [112]. For the AlO2-terminated surface, the energetically favor-

able reconstructions are the ones that fill the holes in surface states in the lower part of

the band gap. For instance, Al adatoms act as donors, supplying 3 electrons per adatom;

electron counting then indicates that a reconstruction consisting of one Al adatom in a

3× 2 unit cell will exactly fill all the holes on the AlO2-terminated surface.
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The result for a fully reconstructed Alad 3 × 2 surface is included in Fig. 4.10. We

observe that for µO values above –2.4 eV the energy of the charged surface (in the 2-uc

case) is lower than that of the reconstructed Alad 3 × 2 surface. However, in order to

obtain a complete picture, we need to allow for the possibility that the filling of low-

energy unoccupied surface states could result from a mixture of electron transfer and

atomic reconstructions. Each Al adatom can compensate three holes on the surface.

Energy is gained by filling the low-lying surface states, but there is a cost associated with

the formation of the adatom “defects”. (We use the term “surface defects” here not to

imply that we performed explicit calculations of surface point defects, but to refer to a

uniformly spaced 2D array of a specific defect with a given concentration on the surface.)

The process of forming a surface defect competes with the transfer of electrons from the

2DEG at the interface, which also has a cost, reflected in the third term of Eq. 4.11

(essentially the energy of a capacitor).

Let us assume we have donor defects of type i with a surface defect density Ci,

which each contribute qi electrons to the AlO2-terminated surface states. The sheet

charge density of electrons transferred from the 2DEG to the surface, σ′t, is now reduced

because a fraction of the surface holes are compensated by the donor defects, leading to

a modified version of Eq. 4.11:

γ
LAO/STO
AlO2

(µO) = γAlO2(µO)− σ′t∆V +
1

2

(σ′t)
2d

ε

+
∑
i

Ci
Cmax

∆γi.

(4.13)
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σ′t is given by

σ′t =


∆V ε
d
, ∆V ≤ (σint−

∑
i Ciqi)

ε
d

σint −
∑

iCiqi, ∆V ≥ (σint−
∑
i Ciqi)

ε
d

(4.14)

Cmax is the defect density on the surface that would correspond to a completely recon-

structed surface (i.e., completely filling the hole states) formed by the defect species; for

instance, for Al adatom defects this corresponds to one Al adatom every six surface unit

cells. ∆γi is the energy difference per areal unit between the completely reconstructed

surface and the unreconstructed surface. Since energy is gained by forming the defect,

∆γi is a negative quantity. In our model, we approximate the surface energy in the

presence of defects by a linear interpolation between the unreconstructed surface and the

completely reconstructed surface formed by the defect. This allows us to obtain ∆γi from

the calculated surface energies for a fully reconstructed surface (denoted γi) compared

to that of the unreconstructed surface:

∆γi = [γi(µO)− γAlO2(µO)] . (4.15)

Given a specific defect, and a thickness of LAO, our task will be to find the density

of surface defects, and the 2DEG density remaining at the surface, that minimizes the

energy of the system given by γ
LAO/STO
AlO2

(µO) in Eq. 4.13. The constraint we impose for

this minimization is the requirement that there are no empty states present on the surface
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in the lower part of band gap; i.e., all the holes on the surface are completely filled either

by electrons transferred from the 2DEG or by electrons donated by surface defects.

4.5.3 Effect of surface defects and reconstructions on the 2DEG

density

We now investigate the effect of surface reconstructions and defects on thin LAO films

and the 2DEG density at the interface. As discussed earlier, the formation of these defects

cause a reduction in the available surface states because of their donor nature. Due to

this, there will now be fewer electrons, σ′t transferring to the surface from the interface,

in comparison to the case where there are no such surface defects, for a given thickness d.

The effect of these surface defects will be to alter the 2DEG density at the interface from

the intrinsic density value, σint. Therefore, the resulting 2DEG density at the interface is

given by (σint − σ′t). For a specific surface defect, our task will be to determine σ′t, for a

given thickness d, which minimizes the energy of the LAO/STO system (compared to our

zero-energy reference system) given in Eq. 4.13. As a consequence, we also determine the

density of surface defects, Ci that also simultaneously minimizes the energy in Eq. 4.13

for a given d.

Oxygen vacancies as surface defects have been extensively discussed in the litera-

ture (Ref. [88] and references therein). Our own calculations indicate, however, that Al

adatoms (Alad) in a 3×2 configuration are more stable for all experimental growth condi-

tions than O-vacancies (VO) in a 2×2 configuration [112] [Fig. 4.8]. In addition, it may be
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necessary to consider adsorption of impurities. In particular, hydrogen is present in most

growth and annealing environments. We therefore also consider the effect of H adatoms

on the 2DEG density. Indeed, from our previous calculations [112] we found that H

adatoms (Had) serve as donors on the AlO2-termination by completely filling the holes

on the surface and forming a (2×1) surface reconstruction. In the following analysis, we

focus on these specific surface defects, namely Alad, VO and Had, and study their effect

on the surface energies of the AlO2-terminated surface and the resulting 2DEG densities

at the interface.

The number of electrons donated by a specific defect is obtained from the charge

state of the defect. An Alad donates 3e−. Therefore, for any given surface density of

Alad, CAlad , the sheet density of empty states on the surface, which can take up electrons,

can be determined. In practice, to determine CAlad that minimizes the energy of the

LAO/STO structure, we calculate the energy in Eq. 4.13 at different values for CAlad ,

for a given thickness and fixed chemical potentials (for example µO = 0 eV) with the

constraint that the holes in surface states are completely filled either by electrons donated

by surface defects or by electrons transferred from the 2DEG or a combination of both.

The minimum of the surface energies computed determines CAlad , as well as the resulting

2DEG density at the interface (σint − σ′t), for a given d and chemical potential. The

minimized values for the surface energy in the presence of Al-adatom defects for 2-

and 4-unit-cell thick LAO are plotted as a function µO in Fig. 4.10. We see that for

these thicknesses, it is more favorable to transfer electrons to the surface under O-rich
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conditions. As we move towards O-poor conditions, CAlad increases, tending towards the

value corresponding to the (3×2) reconstruction under extremely O-poor conditions.

The resulting 2DEG density is plotted as a function of thickness d for two oxygen

chemical-potential values, µO = 0 eV (O-rich conditions) [Fig. 4.11(a)] and µO = −2

eV (O-poor conditions) [Fig. 4.11(b)]. Due to the constraint imposed on the surface to

be insulating, as holes in LAO surface states are energetically unfavorable, the density

of Al adatoms on the surface, CAlad , exhibits the same trend with thickness as does the

2DEG density at the interface. A treatment for VO leads to similar trends in the 2DEG

density with thickness, as plotted in Fig. 4.11. Each VO donates 2e−. For both Alad and

VO the critical thickness and the 2DEG density strongly depend on the oxygen chemical

potential µO, with O-rich conditions favoring a higher 2DEG density.

Results for Had, which donates 1e−, are also included in Fig. 4.11. Since the energy

of surfaces with Had depends on the hydrogen chemical potential µH, in addition to its

dependence on oxygen chemical potential µO, we present results for two cases: µH =

−1 eV (H-rich), and µH = −2 eV (H-poor). The critical thickness and the 2DEG

density are strongly altered by the hydrogen chemical potential, with H-rich conditions

giving a higher 2DEG density. We note, however, that the 2DEG density for Had is

independent of µO. This is because the AlO2-terminated surface with H adatoms has

the same stoichiometry as an unreconstructed AlO2-terminated surface, which leads to

an identical dependence on µO for γHad
(µO) and γAlO2(µO). Therefore, the energy gain

in Eq. 4.15 becomes independent of µO. The 2DEG density in the absence of surface
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Figure 4.11: 2DEG density (in units of 1014 cm−2) under Al-rich conditions as a
function of LAO thickness for different surface defects, namely, Al-adatom (Alad)
(green), O-vacancy (VO) (red), and H-adatom (Had) for µH = −1 eV (solid orange)
and for µH = −2 eV (dotted blue) at (a) µO = 0 eV, and (b) µO = −2 eV. For
comparison, the 2DEG density in the absence of surface defects is plotted in gray
(labeled “no defects”). The maximum 2DEG density corresponding to 3.3×1014 cm−2

is indicated by the black horizontal bar.
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defects is also plotted in Fig. 4.11 for comparison. It can be seen that the presence of

surface defects increases the 2DEG density and alters the critical thickness required to

form the 2DEG. These trends are consistent with experimental observations by Xie et

al. [94, 96, 97] They observed that increasing the exposure of the surface to adsorbates

modulates the 2DEG density, and for certain cases even switches the interface from an

insulating to a conductive state. This is due to the strong influence of the exposure

conditions on the adsorbate density on LAO.

Our calculated values for the 2DEG densities and for the critical thickness are in qual-

itative agreement with the majority of experimental reports [9,92,93,94,95,96,97,98,125];

however, quantitative agreement is still lacking. One reason for the discrepancies might

be the sensitivity of the results to the value of the dielectric constant. We used ε = 25

(Ref. [124]), but ε is known to be dependent on strain and electric field, as noted by Chen

et al. [102] Values ranging from 21 to 46 have been used in the literature [87, 88, 102],

recognizing that the critical thickness and the 2DEG density are sensitive to ε. We also

note that there is a lack of agreement between different experimental methods of mea-

suring the 2DEG density; specifically, transport and optical measurements give different

results [10]. The experimentally reported 2DEG densities obtained for different samples

vary by an order of magnitude. Our aim in the present work was to comprehensively

address the effects of the LAO surface on the 2DEG density. We are confident that

the trends obtained from our analysis are correct and informative. However, the actual

2DEG density probed by experiments can be affected by a number of other mechanisms,
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such as carrier localization, defect-related trapping centers, and stoichiometry. These

effects are beyond the scope of the present work, but could be readily incorporated into

the general model we have developed. Specifically, our model can be extended to vari-

ous surface processes that might occur on the LAO surface, and can be used to explore

heterostructures other than LAO/STO.

4.6 Conclusions

In this chapter, we have developed and outlined a general methodology for addressing

the commonly occurring problem in surface science where there is an exchange of charge

between the surface and a source/sink of charge within the system. This includes semi-

conductor surfaces, where exchange of charge between an interface or dopants/defects

near the surface (reservoir) and surface states gives rise to band bending. Instead of

performing first-principles calculations on the complete system (including the surface as

well as the reservoir), which is often computationally prohibitive, our approach allows us

to treat the surface in isolation and simultaneously take the charge exchange into account

by way of charged surface calculations, thereby greatly reducing the computational cost

involved. In order to assess the surface energetics for such charged surfaces we developed

a methodology for charged dielectric surfaces.

Equipped with this methodology, we have addressed LAO/STO heterostructures and

established a consistent model that describes the 2DEG formation as well as charge

transfer and interactions between the 2DEG and the LAO surface. Quantitative results
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were obtained using first-principles calculations based on hybrid density functional theory.

A 2DEG of density 3.3×1014 cm−2 is intrinsic to the LaO-TiO2-type interface. However,

in the presence of an LAO surface, the electrons from the 2DEG may transfer to surface

states leaving the interface insulating or with a smaller 2DEG density. In particular, an

AlO2-terminated surface exhibits empty states near the valence band that can be filled

by the 2DEG electrons. Indeed, we find that filling these surface states stabilizes the

AlO2-termination significantly, and provides an explanation for the observed insulating

behavior of samples below a certain critical thickness [7, 8, 9].

We also allowed for the presence of defects on the surface. Using first-principles values

for surface energies, we then obtained the 2DEG density as a function of thickness of the

LAO layer. We find that the critical thickness required to form the 2DEG is sensitive

to the oxygen chemical potential (as well as the hydrogen chemical potential, in case

of hydrogen being present in the environment), and that increasing the surface defect

density reduces the critical thickness.
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Chapter 5

Surface study of a Mott insulator:

GdTiO3

5.1 Introduction

GdTiO3 (GTO) is a 3d1 ferromagnetic Mott insulator, whose band gap is a result of

strong intra-atomic electron-electron interaction that splits one of the Ti 3d orbitals into

a completely occupied spin-up channel known as the lower Hubbard band (LHB), and

an unoccupied spin-down channel known as the upper Hubbard band (UHB) [82, 126].

It is a distorted perovskite with an orthorhombic crystal structure (Pnmb space group)

[see Fig. 5.1]. The Ti atoms in GTO have a 3+ charge. In the ionic picture, it can be

viewed as alternating planes of (Ti3+O−2
2 )2 layers with a net charge of -2 per 1× 1 areal

unit (a 1×1 areal unit of GTO has 2 formula units of TiO2) and (Gd+3O−2)2 layers with
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Figure 5.1: (a) Top view of the (001) plane of the 20-atom distorted perovskite struc-
ture of GdTiO3 indicating the lattice parameters and O-Ti-O bond angles, and (b)
side view depicting its polar nature with alternating TiO2 and GdO planes along the
[001] direction.

a net charge of +2 per 1 × 1 areal unit (i.e., per 1 × 1 unit that has 2 formula units of

GdO) along the [001] direction as shown in Fig. 5.1(b). Owing to charge neutrality and

its polar nature along [001], the symmetry of such stacking in its bulk form leads to each

of the GdO (donor-like) planes donating 1e− per 1 × 1 areal unit, corresponding to an

electron density of 3.3×1014 cm−2, to the two neighboring TiO2 (acceptor-like) planes on

either side.

However, this symmetry gets broken at a nonpolar/polar heterointerface or at a sur-

face, which creates an imbalance in the number of donor-like and acceptor-like planes.

This is the mechanism behind the formation of a high-density two-dimensional electron

gas (2DEG) on the order of 1014 cm−2 in the GTO/SrTiO3(STO) and LaAlO3(LAO)/STO
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interface systems, where STO is the nonpolar material perpendicular to the interface [12,

21]. Here the interface terminates in a GdO plane that donates 3.3×1014 cm−2 elec-

trons to the conduction band of STO; the conduction-band offset serves to confine the

electrons within STO. Similarly, at the TiO2 surface termination one of the neighboring

GdO planes is missing, and hence results in a lack of an equal density (3.3×1014 cm−2)

of electrons (or equivalently, presence of holes).

According to the Tasker concept [127], such surfaces with a perpendicular dipole

moment are classified as Type III, and are predicted to be unstable due to a diverging

electrostatic field, commonly referred to as the “polar castastrophe”. Based on this

concept, the polar surfaces are expected to undergo significant atomic relaxations and

changes in surface stoichiometry to overcome the instability.

Here, we discuss our study on the stability of (001) polar terminations in GTO, namely

GdO and TiO2 terminations, based on their absolute surface energies and electronic

structures calculated using first-principles methods. We indeed find a lack (excess) of

1e− per 1 × 1 areal unit cell for the TiO2 (GdO) termination, consistent with the ionic

picture. However, contrary to Tasker’s argument, we find the polar TiO2 termination

to be quite stable with a remarkably low absolute surface energy of 71 meV/Å2 under

Ti-rich conditions. We also explore the effect of H adatoms on the surface energetics of

the TiO2 termination. An important goal of our investigations is to address the extent

of electron transfer from the high-density 2DEG at the GTO/STO heterointerface to the
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surface in the case of thin GTO films, and to compare the behavior of this system with

that of the LAO/STO system.

5.2 Computational methodology

Our calculations of the bulk and surface properties rely on density functional theory

utilizing the HSE06 hybrid functional [55] with the default mixing parameter of 25%,

and screening parameter of 0.2 Å−1. This functional has been empirically shown to yield

accurate band structures for most oxides [52, 53, 55, 82], and has recently been able to

reproduce the band gap of GTO accurately [128, 129]. The calculations were performed

using the Vienna ab initio Simulation Package (VASP) [58] with projector augmented

waves [56], and a plane-wave cutoff of 500 eV. The polar (001) surfaces are studied using

a slab geometry with two identical surfaces separated by vacuum. Based on convergence

tests for the slab thickness and vacuum thickness, we determined a slab with 13 layers

(thickness ∼23 Å) separated by ∼23 Å of vacuum to be sufficiently large. In the surface

calculations, we relax the first 4 layers (2 TiO2 and 2 GdO layers) closest to each of the

surfaces, and keep the remaining 5 bulk-like layers fixed. The relaxations were performed

until forces on all the atoms relaxed (near-surface atoms) were less than 0.05 eV/Å. For

Brillouin zone (BZ) integrations, we use a Monkhorst-Pack mesh of 4×4×2 for the bulk

calculations, and 4×4×1 for the surfaces. All these choices were made to ensure that the

calculated surface energies were converged to within 1 meV/Å2.
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The calculation of surface energies follows the same methodology applied to the neu-

tral surfaces of LAO in Sec. 4.2.2. The absolute surface energy for a given surface struc-

ture is computed based on the total energy of the slab supercell Eslab(nGTO), and the

total energy of the bulk supercell having the same number of GTO unit cells Ebulk(nGTO)

as:

γsurface =
1

2
[Eslab(nGTO)− Ebulk(nGTO)

−nGdµGd − nTiµTi − nOµO] ,

(5.1)

where ni accounts for the number of excess atoms of species i present in the surface

supercell compared to the bulk, and µi is the chemical potential that represents experi-

mental growth conditions for species i . The chemical potentials µi are related to each

other via the phase stability equation for GTO, namely

µGd + µTi + 3µO = ∆Hf (GdTiO3), (5.2)

where ∆Hf (GdTiO3) is the enthalpy of formation of GTO. The range of values that µi

can take is limited by the formation of other competing phases, namely, TiO2 (rutile),

Gd2Ti2O7, Gd2O3, Gd metal, Ti metal and the O2 molecule. These constraints are

represented by the following inequality equation for each competing phase:

p · µGd + q · µTi + r · µO ≤ ∆Hf (GdpTiqOr), (5.3)

117



Surface study of a Mott insulator: GdTiO3 Chapter 5

where (p, q, r) is the number of (Gd, Ti, O) atoms present in the competing phase with

an enthalpy of formation ∆Hf (GdpTiqOr). For example, the chemical potentials µTi and

µO are limited by the formation of the TiO2 phase (p = 0, q = 1, r = 2) as: µTi + 2µO ≤

∆Hf (TiO2). The calculated values for the enthalpy of formation for the competing phases

∆Hf (GdpTiqOr) are tabulated in Table 5.1 along with ∆Hf (GdTiO3).

Table 5.1: Enthalpy of formation (∆Hf ), in units of eV/(formula unit), for GdTiO3

and its competing phases.

Material Enthalpy of formation ∆Hf

Calculated Experimental

GdTiO3 -17.20
Gd2O3 -18.68 -18.85 [Ref. [130]]
TiO2 -9.16 -9.74 [Ref. [131]]
Gd2Ti2O7 -38.02 -39.62 [Ref. [132]]

The combination of Eqs. 5.2 and 5.3 determines the entire range of allowed values

for µGd, µTi, and µO within which GTO can form. This range can be represented by

the phase stability diagram in Fig. 5.2, plotted as a function of µTi and µO, where

µGd can be obtained from Eq. 5.2. From the diagram (Fig. 5.2), for a given µO, the

boundary between GTO and TiO2 represents the most Ti-rich conditions for GTO, while

the boundary between GTO and Gd2O3 represents the most Gd-rich conditions. We

also see that µO is restricted as −5.24 eV< µO < −3.62 eV for Gd-rich, and −4.58

eV< µO < −3.62 eV for Ti-rich conditions, due to the formation of Gd2Ti2O7 and

Ti metal (µTi > 0 eV). These restrictions on µO determine the O-poor (most negative

µO) and O-rich (least negative µO) limits under Gd-rich or Ti-rich conditions. We will
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Figure 5.2: Stability region of GdTiO3 (yellow region enclosed by solid lines) along
with its competing phases, namely Gd2Ti2O7, Gd2O3, and TiO2 as a function of µTi

and µO. The phase boundary with Gd2O3 is indicated as Gd-rich, while the boundary
with TiO2 is indicated as Ti-rich.

discuss the calculated surface energies in the Ti-rich as well as the Gd-rich conditions,

while varying µO between O-poor and O-rich limits. From the temperature and partial

O2 pressure, µO can be directly related to the experimental conditions during growth or

annealing.

5.3 Bulk properties

The calculated lattice parameters for the 20-atom orthorhombic unit cell of GTO are:

a = 5.355 Å, b = 5.731 Å and c = 7.644 Å (indicated in Fig. 5.1), in good agreement with
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experimental values [133] (5.393 Å, 5.691 Å and 7.664 Å). In order to explain structural

relaxations, we will use the O-Ti-O bond angles between atoms lying along the (001)

plane as an indicator of distortions. It is important to note that we are not referring

to angles between atomic positions projected on a plane, but refer to the angle taking

into account the atomic positions in 3 dimensions. Figure 5.1(a) shows the O-Ti-O bond

angles in the bulk, which are slightly off 90.0◦, namely 89.4◦ and 90.6◦, and sum up to

give 360◦. However, since all the O-Ti-O angles do not lie exactly on a single plane, the

sum of angles is not geometrically constrained to the value for a quadrilateral, 360◦. The

electronic structure consists of the completely filled LHB, containing 4e− (1e− per Ti

atom), separated from the UHB by 2.06 eV, which is the fundamental band gap. The

dispersion (or bandwidth) of the LHB spans less than 0.7 eV. The occupied O-2p bands

occur at 2.56 eV below the bottom of the LHB.

5.4 Surface band structure

The atomic structure of the relaxed TiO2 surface shows deviations of its in-plane

O-Ti-O bond angles from the bulk value: the unoccupied Ti (94.0◦, and 81.9◦) favors a

smaller angle than the occupied Ti (97.9◦, and 86.2◦) as shown in Fig. 5.3(a); the sum of

the angles, however, does not deviate from 360◦. The electronic band structure for the

surfaces can be obtained by projecting the 3-dimensional (3D) bulk band structure onto

the 2D BZ along with the 2D band structure for the slab supercell as shown in Fig. 5.4.

States appearing in the gap are most likely surface states, although the rigorous method

120



Surface study of a Mott insulator: GdTiO3 Chapter 5

97
.9
˚

86
.2
˚

94.0˚

81.9˚

98
.8
˚

85
.7
˚

95.3˚

85.13˚

(a) relaxed bare TiO2 termination (b) H adatom on TiO2 termination

unoccupied
Ti surface state

occupied

Ti

O

H

Ti4+

Ti3+

Ti3+

Ti3+

Figure 5.3: Surface atomic structure indicating the in-plane O-Ti-O bond angles of
the (a) bare (but relaxed) TiO2 termination, and (b) H-adatom reconstruction of
the TiO2 termination. The charge densities of the highest occupied (in green) and
lowest unoccupied (in red) surface states of the bare termination are also shown in
(a). Charge on the Ti atoms are also indicated.

of identifying surface states is to see if their charge density is localized on the surface.

For all of the discussions below, we have explicitly checked if the charge density of the

surface states is truly localized on the surface layers.

The TiO2 termination shows unoccupied surface states (holes) within the band gap

> 1.3 eV above the LHB [see Fig. 5.4(a)], which means the lowest excitation energy is

about 1.3 eV. From electron counting, we find that the LHB lacks 2e−, i.e., 1e− per 1×1

areal unit is missing compared to bulk GTO such that one Ti atom has +4 charge and the

other Ti atom has 3+ charge [see Fig. 5.3(a)]. This is consistent with our ionic picture of

the polar discontinuity, where we expect a lack of 1e− per 1×1 areal unit (which contains

2 formula units of TiO2). The occupied states appearing within 0.3 eV above the LHB

are surface states localized on 3d orbitals of the other surface Ti atom; they are states
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of the LHB perturbed by the surface termination. The charge density corresponding

to these states confirms this picture: the highest occupied state is localized on one of

the surface Ti atoms, while the lowest unoccupied state occurs on the other Ti atom [see

Fig. 5.3(a)]. The absolute position of the top of the LHB, i.e., with respect to the vacuum

level, was calculated to be -3.94 eV, which is quite high compared to the positions of the

valence-band maximum of other complex oxides [41, 82], which lie at 6.5–7.5 eV below

vacuum level. From this information, we can say that the unoccupied surface states occur

at > −2.9 eV on an absolute scale. Since their energetic position is high on an absolute

scale, occupying these states with electrons will be energetically unfavorable.

GdO termination, on the other hand, has occupied states between 1 eV and 2 eV

relative to the top of the LHB (see Fig. 5.4), corresponding to an excess of 1e− per 1× 1

surface unit, which is also consistent with our ionic picture. These occupied states are

found to be of Gd 5d orbital character, which are more dispersive than the Ti 3d orbitals.

For the GdO termination, the calculated position of the topmost LHB state is 5.29 eV

below vacuum. This leads to a difference of 2.36 eV in ionization energies between the

two polar terminations, with the GdO termination having a larger ionization energy

than the TiO2 termination. The position of the highest occupied state for the GdO

termination, i.e., the Fermi level EF, occurs at 3.22 eV below vacuum level. Compared

to the TiO2 termination, the occupied states for GdO termination occur at lower energies

on the absolute scale, which would lead us to naively expect that the GdO termination

is more stable based on the electronic structure, since occupied states at higher energies
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Figure 5.4: Surface band structure of (a) TiO2-terminated, and (b) GdO-terminated
GTO projected onto the 2D (001) Brillouin zone. The gray regions are bulk states
projected onto the 2D surface BZ. The solid (red) lines are the spin-up (majority spin)
channel of the surface supercell, while dashed (blue) lines represent the spin-down
(minority spin) channel. The Fermi levels (EF), determined based on the occupation
of states in the slab supercell calculations, are also indicated. The vacuum level for
each of the terminations is set to 0 eV.
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are energetically unfavorable. However, in order to definitely and quantitatively address

the relative stability of the terminations, we must compute and compare their absolute

surface energies using Eq. 5.1, which also includes the structural energy cost/gain as well

as the chemical potential of different species.

5.5 Results and discussion of surface energies

5.5.1 Native surface terminations

Under Ti-rich conditions, the absolute surface energy of the TiO2 termination is

calculated to be 71 meV/Å2 for all µO [Fig. 5.5(b)]. Under the same conditions, GdO

termination has a surface energy of 125 meV/Å2, which is 54 meV/Å2 higher, i.e., less

stable, than the TiO2 termination. The surface energies being independent of µO under

Ti-rich conditions is a consequence of the surface stoichiometry, which cancels out the

variable µO due to the limiting phase being TiO2. Gd-rich conditions, on the other

hand, introduce a µO-dependence in the surface energies due to the limiting phase being

Gd2O3. From Fig. 5.5(a), under Gd-rich conditions, we find that the TiO2 termination

still has a lower surface energy (and hence is more stable) than the GdO termination

for µO > −4.26 eV, while lower oxygen chemical potentials (µO < −4.26 eV) favor the

GdO termination. Contrary to our naive expectation based on the electronic structure,

this result indicates a higher stability of the TiO2 termination over GdO termination, for
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Figure 5.5: Surface energy (meV/Å2) of TiO2-termination (solid red), GdO-termi-
nation (dashed blue) and (1×1) H-adatom reconstruction on TiO2-termination (open
circles) calculated under (a) Gd-rich and (b) Ti-rich conditions is plotted as a function
of µO. Under Gd-rich conditions, the formation of competing phases of GTO restricts
µO to the range −5.24 eV < µO < −3.62 eV, while under Ti-rich conditions the re-
stricted range, −4.58 eV < µO < −3.62 eV, is smaller. The gray box in panel (b)
indicates the µO values for which GTO is unstable under the constraint imposed by
Ti-rich conditions. See text in Sec. 5.2 and Fig. 5.2 for a more detailed explanation.

many combinations of chemical potentials. This conclusion suggests strong contributions

from the structural relaxation energy.

As discussed earlier in Sec. 5.4, upon examination of the surface electronic structure,

there are unoccupied states corresponding to a lack of 1e− per 1 × 1 areal unit on the

TiO2 surface. Therefore, it is reasonable to expect that additional electrons from donor

adatoms or other electron sources would fill these unoccupied states, and make the TiO2

surface more stable by lowering its surface energy. We will address the effect of two
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such sources: (1) the H-adatom reconstruction and (2) electron transfer from the 2DEG

resulting due to polar discontinuity at the GTO/STO interface. The GdO termination,

on the other hand, has occupied surface states close to the minimum of the UHB, which is

an unfavorable energetic situation. In principle, two mechanisms could lower its surface

energy: (1) native atomic reconstructions involving Gd vacancies similar to La-vacancy

reconstructions on LaO termination in LaAlO3 as discussed in Sec. 4.4.2 and Ref. [112],

or (2) via electron transfer from the surface to the 2DEG at the GTO/STO interface.

Since our main goal here is to address the issue of charge transfer from the 2DEG to

unoccupied surface states in the GTO/STO system, we will restrict our present study to

the TiO2 surface.

5.5.2 H-adatom reconstruction on TiO2 termination

Hydrogen, owing to its small size and ubiquity, has been known to passivate surface

states in many materials [123,134,135], especially in oxides [136,137] due to its ability to

form strong H-O bonds. Hydrogen is also very reactive, and forms many stable hydrides.

Therefore, H serves as a perfect prototype impurity to study adatom reconstructions on

the TiO2 termination, and to test its stability. Based on the electron counting rule [123],

a single donor per 1 × 1 unit would be required to passivate the TiO2 surface; for this

reason, we focus our study on the 1×1 H-adatom reconstruction.

The calculation of the atomic structure shows that the H adatom relaxes to a position

near an O atom on the surface forming a strong H-O bond [see Fig. 5.3(b)] with a
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bond distance of 0.958 Å. We verified that this configuration results in the lowest-energy

structure compared to the other configuration where H bonds to a Ti atom. This indicates

a stronger H-O bond than the H-Ti bond. The H adatom donates electrons to the

unoccupied Ti surface states of the bare TiO2 termination [see Fig. 5.3(a)], which was

verified from the occupancy of its electronic structure, leaving both the surface Ti atoms

occupied. As was calculated for the bare surface, occupying the Ti atom increased its

O-Ti-O bond angles to 95.3◦ and 85.1◦ (compared to 94.0◦ and 81.9◦ for the unoccupied

Ti). The addition of H causes the sum of the angles to be 364.9◦, instead of 360◦.

The surface energy of the H-adatom reconstruction was calculated using Eq. 5.1 with

the addition of taking the H chemical potential (µH, referenced to the H2 molecule) into

account. Its surface energy has the same µO dependence as the bare TiO2 termination,

and differs only by a µH-dependent term, which is treated as an independent variable

in our analysis. Under H-rich conditions, corresponding to µH = 0, we find that the H

adatom on the TiO2 termination increases the surface energy by 107 meV/Å2 compared

to the bare TiO2 [see Fig. 5.5]. This result shows that H is unlikely to bind to the TiO2-

terminated surface, and that an unreconstructed (but relaxed) polar surface lacking 1e−

per 1 × 1 areal unit (based on electron counting) is much more stable than an adatom

reconstruction that fills the unoccupied Ti states.

Considering that H has been known to stabilize the surface of many materials [123,135,

136, 137], this result is indeed highly unexpected. However, the situation is different for

the TiO2-terminated surface compared to other semiconductors. Hydrogen forms a very
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strong O-H bond, and we therefore expect H to bond with a surface oxygen atom. Indeed,

on many oxide semiconductor surfaces that have partially occupied surface states with

oxygen character (i.e., O dangling bonds), H binds to the oxygen atoms and stabilizes

the surface. On the TiO2-terminated GTO surface, however, the unoccupied surface

states are localized on the Ti atoms having a +4 charge, rather than on O atoms, and

occur at much higher energy than the completely filled O 2p states. In forming the O-H

bond, the excess electron donated by H has to occupy these high-lying Ti states, which

costs energy. This is the energy cost that makes the H-adatom reconstructed surface

energetically unfavorable. Therefore, this is not a case of passivation of surface states as

in the context of traditional semiconductor surfaces, where H would bond to an O atom

with a partially occupied dangling bond. This realization reconciles the unexpected

behavior of H on the TiO2-terminated surface of GTO.

5.5.3 Implications for polar surfaces of Mott insulators

Mott insulators with a 3d1 configuration are stabilized by the strong electron-electron

interactions that localize the excess 3d electron on the cation [126, 138]. In the case of

GTO and other titanate Mott insulators [139], such as YTiO3 and SmTiO3, the electron

is localized on the Ti atom, which assumes a +3 charge in the bulk. However, on the

TiO2-terminated GTO surface, there is a deficit of 1e− per 1 × 1 areal unit cell (with

two Ti atoms), which leads to one Ti+4 atom and one Ti+3 atom. From our discussion

above, it is clear that transferring electrons donated by H adatoms to the Ti+4 atoms on
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Figure 5.6: Band lineup between GTO, LAO and STO from Ref. [82] is shown refer-
enced to the vacuum level calculated for the TiO2-terminated GTO surface. Dotted
red lines show unoccupied surface state levels for the TiO2-terminated GTO and
AlO2-terminated LAO surfaces [see Figs. 5.4(a) and 4.6(b)]. The Fermi level EF in
STO (dashed black line) was calculated using SP simulations assuming a 2DEG den-
sity of 3.3×1014 cm−2 (see Table 3.1). Electron transfer occurs from the 2DEG to
low-lying LAO surface states, but the transfer to high-lying GTO surface states is far
less favorable.

the TiO2 surface is energetically unfavorable. We expect this conclusion to be applicable

more generally to polar surfaces of other Mott insulators due to their similar electronic

structure [126,138,139,140,141].

5.6 Impact on 2DEG at STO/GTO interface

Similar to the LAO/STO interface discussed in Chapter 4, the polar discontinuity at

the GTO/STO interface also results in a 2DEG of density 3.3×1014 cm−2, corresponding
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to 1e− per 1× 1 areal unit of GTO [12], which is exactly equal to the density of missing

electrons at the TiO2 surface termination of GTO. The large conduction-band offset of

STO with GTO confines these excess electrons on the STO side of the interface [82,

141]. In Chapter 4, we performed a detailed first-principles analysis on the LAO/STO

system [21,39], and showed that unoccupied states residing on the surface of LAO films

serve as a sink for the 2DEG electrons. In the case of LAO/STO, the thickness of LAO

films as well as the surface conditions have been observed to strongly affect the properties

of the 2DEG [7, 97]. However, no such effects have been reported for the GTO/STO

system. Our goal is to shed light on the distinguishing character of the GTO surface that

prevents the electron transfer from the 2DEG to the surface in the GTO/STO system.

In the case of LAO/STO, the energy gain by electron transfer from the 2DEG to the

unoccupied surface states depended on two factors: (1) the spatial proximity of the 2DEG

to the LAO surface containing holes, and (2) the energetic lineup of the 2DEG states

(i.e., Fermi level EF in the 2DEG) and the unoccupied states as indicated in Fig. 5.6; see

the discussion in Sec. 4.4. For thin LAO films, the situation favored electron transfer to

the surface, and led to a significant gain in energy. The Fermi level EF position indicated

in Fig. 5.6 was computed using SP simulations assuming a 2DEG density of 3.3×1014

cm−2 (see Sec. 3.3, Table 3.1, and Ref. [40]).

In the GTO/STO system, on the other hand, the band alignment [82, 141] shows

the empty surface state level for the TiO2 termination to occur only slightly below the

EF in the 2DEG (see Fig. 5.6). Therefore, the energy gain due to transfer from the
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2DEG to the surface states, which is always balanced by an electrostatic energy cost

(third term in Eq. 4.9), is small. This situation results in the transfer of only a small

concentration of electrons, and the 2DEG density remains close to the full density. In

the LAO/STO system, even though there is an electrostatic energy cost involved, the

energy gain (difference between EF and surface state level) is large enough to overcome

the cost below the critical thickness. This explains why the GTO/STO system exhibits

the full 2DEG density independent of the GTO thickness, while the LAO/STO system

has a critical thickness for 2DEG formation due to transferring some electrons to the

surface for energy gain.

5.7 Conclusion

Our study of the polar surface terminations in GTO has revealed the surprisingly

stable nature of its TiO2 polar surface with unoccupied surface states derived from the

LHB. H adatom is known to form strong bonds with surface O atoms in semiconductors

with unoccupied surface states. However, in the case of the TiO2 surface of GTO, the

O-H bond does not lead to a lowering of the surface energy, but in fact increases it. We

reconcile this unexpected behavior of H on the GTO surface based on the argument that

the unoccupied surface states occur on Ti, instead of an O atom as in many semicon-

ductors. The small ionization energy of the LHB, and the high absolute position of the

unoccupied surface states are understood to be responsible for the high surface stability

of the TiO2 termination, since mechanisms that occupy these high-lying surface states
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would be energetically unfavorable. The understanding of surface stability gained from

studying the behavior of GTO surfaces is expected to be more general, and applicable

to other d-band Mott insulators that have similar electronic structure. Finally, based on

the electronic structure of the TiO2 surface, we explained why the GTO/STO interface

system retains the full 2DEG density that results from the polar discontinuity, whereas

the LAO/STO system shows a lower 2DEG density.
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Chapter 6

First-principles analysis of electron

transport in complex oxides

6.1 Introduction

Recent demonstrations [36,37,38] of electron mobilities as high as 320 cm2V−1s−1 at

room temperature (RT) have sparked interest in the transparent cubic perovskite oxide

BaSnO3 (BSO) for electronic applications. The ease of achieving high levels of n-type

doping [36, 142] (5×1020 cm−3) with conductivities on the order of 106 S m−1 makes it

attractive as a transparent conducting oxide (TCO). Moreover, it has the highest RT

mobility among TCOs [143]. Its RT mobility is more than an order of magnitude higher

than that of perovskite oxides [33] with conduction bands derived from d orbitals, of

which SrTiO3 (STO) [34,35,144,145] is a prototypical example.
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Efforts to further improve mobility in BSO through growth of high-quality bulk as

well as thin films have been undertaken by many groups [38,146,147,148]. However, the

characteristics of BSO that impart such a high mobility, and the fundamental limits on

this mobility, are still poorly understood. The small effective mass has been suggested

as the primary cause for the high mobility [36, 149]. Here we will show that the mass

is not the only reason, and that BSO has a significantly lower scattering rate than, for

instance, STO.

In this work, we explore the underlying mechanisms responsible for the high RT

mobility by calculating the transport properties using Boltzmann transport theory and

first-principles calculations. We use the relaxation time approximation, but unlike the

majority of the electron transport studies that assume a constant relaxation time [150,

151, 152, 153], we take the k dependence of the relaxation time into account. The value

of τ is often approximated by taking the value at Γ [152] or by treating it as a fitting

parameter in the analysis of experimental results. A few groups have performed first-

principles studies on other materials systems [65,81,154,155,156] that explicitly take the

k dependence of τ into account; however, the most common assumption in the literature

is to take τ as a constant [150,151,152,153], i.e., to approximate τn(k) to be independent

of k. Here, we explicitly take the k dependence of τ into account; this allows us to check

the validity of the constant-τ approximation, as well as calculate the Hall mobility. As

recognized in other material systems [65, 66, 79], we will see that there is a significant

k dependence in the relaxation time. This has important consequences when analyzing
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the dependence of mobility on carrier concentration and temperature, and also allows us

to calculate Hall mobility (µH), which differs from the drift mobility (µ), for comparing

against experimental reports. We also address technical issues related to numerically

computing the scattering rates, as well as the importance of adequate sampling of the

band structure in order to obtain converged results.

BSO has a 5-atom unit cell that leads to a total of 15 phonon modes, three of which

are polar longitudinal optical (LO) modes [157]. In polar crystals, LO phonons tend to

dominate scattering at RT compared to other phonons due to their strong long-range

coulomb interaction. In addition, we need to assess ionized impurity scattering, since

large concentrations of dopants are intentionally introduced in order to achieve carrier

densities as high as 1019 − 1021 cm−3.

The presentation of the work is organized as follows: In Sec. 6.2, we discuss our first-

principles results for the atomic and electronic structure of BSO. Using the methodology

based on Boltzmann transport equation described in Section 2.3, we describe our compu-

tational implementation for calculating transport properties accounting for LO-phonon

and ionized impurity scattering in Sec. 6.3. Section 6.4 contains the calculated results

and a discussion of scattering mechanisms. Section 6.5.1 addresses the results of the

calculations of Hall factor and Hall mobility, and discusses of an explicit comparison to

experimental transport measurements on bulk and thin films. In Sec. 6.5.2, we address

why the mobility in BSO is larger than that of other perovskite oxides, with the goal of
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guiding the search for other high-mobility materials. In Section 6.5.3, finally, we suggest

avenues for enhancing the RT mobility of BSO.

6.2 Atomic and Electronic structure

Our first-principles analysis is based on density functional theory (DFT) calculations.

An accurate description of the electronic structure is essential to obtain reliable results

for transport properties; we therefore use the HSE06 hybrid functional [55], which has

been shown to yield accurate band structures for solids [52,53,82]. The calculations were

performed using the Vienna Ab initio Simulation Package (VASP) [58] with projector

augmented waves [56, 109]. Sn d states were treated as part of the core; we verified this

did not affect the calculated structure and affected the band gap by less than 0.1 eV.

We used a plane-wave basis with 500 eV cutoff, and the default mixing parameter of

25% and screening parameter of 0.2 Å−1 for HSE06. An 8×8×8 k-point grid with the

Monkhorst-Pack mesh was used for Brillouin-zone integrations.

BSO has a cubic structure with the space group Pm3̄m, and has 5 atoms (one Ba,

one Sn and 3 O) in its unit cell. The calculated lattice parameter is 4.13 Å, in good

agreement with the experimental value [38,158] of 4.12 Å. Our calculated band structure

is shown in Fig. 6.1. The conduction band (CB) is derived from Sn 5s orbitals and is

highly dispersive. There is also a significant nonparabolicity in the dispersion away from

Γ, which will be quantified in Sec. 6.3. The valence band (VB) is derived from O 2p

orbitals, and has much lower dispersion than the CB.
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We find an indirect band gap (R → Γ) of 2.40 eV, in agreement with a previous

HSE06 calculation [142]. Our calculated direct band gap of 2.88 eV at Γ is in reasonable

agreement with the reported experimental direct gap of 3.1 eV from optical absorption

measurements by Mizoguchi et al. [149] and Kim et al. [38], but disagrees with the value

of 3.5 eV reported by Chambers et al. [159] and Li et al [160]. Experimentally determined

indirect gaps [38,159] vary between 2.95–3.1 eV and are again larger than our calculated

value. Further work will be needed to resolve the nature and magnitude of the gaps. We

emphasize that our transport calculations do not rely on the value of the band gap, as

we will see in the next section.

-4

-2

 0

 2

 4

 6

 8

 10

 12

Γ  X  M Γ  R  X  M  R 

En
er

gy
 (e

V)

Sn 5s

O 2p

Γ X
R

b3

b1
b2

Μ

Figure 6.1: Band structure of BSO calculated from first principles using the HSE06
hybrid functional. The inset indicates the high symmetry points in the Brillouin zone.
The indirect gap R→ Γ is 2.40 eV, and the direct gap at Γ is 2.88 eV.
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6.3 Computational implementation of transport cal-

culation

The LO-phonon scattering rates are computed based on Eq. 2.39. BaSnO3 has a

single nondegenerate CB and therefore only intraband scattering occurs (m = n = 1).

We use the experimental values determined by Stanislavchuk et al. [157] for the three

polar LO (154, 421 and 723 cm−1); or 18, 51 and 88 meV) and the corresponding three

doubly-degenerate TO (135, 245 and 628 cm−1; or 17, 30 and 78 meV) mode frequencies,

for the high-frequency dielectric constant (ε∞=4.3), and the static dielectric constant

(ε=20).

For ionized impurity scattering, the scattering rate is computed using Eq. 2.45.

BaSnO3 is often doped with substitutional La (La+1
Ba) which is a single donor having

a +1 charge state [38]. Therefore, in our study, we simulate this situation by assuming

ionized dopants to have +1 electronic charge, and their concentrations were chosen to

be equal to the electron concentration, Nimp = n (i.e., we assume full ionization, and no

charge compensation). For Z > 1, we would need fewer impurities to give rise to a given

electron concentration n (since n = ZNimp, assuming complete ionization), but because

the scattering rate is proportional to NimpZ
2 (Eq. 2.45), the rate effectively increases

linearly with Z. Singly charged impurities are therefore optimal in terms of mobility.

For instance, doping with a double donor would reduce the impurity-related part of the

mobility by a factor of 2 compared to a single donor.
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The computation of mobility via Eq. 2.38 involves evaluating a three-dimensional (3-

D) integral over the BZ. The three quantities required for evaluating this integral are vn,x,

∂fk/∂εk and τn(k). The first two quantities vn,x, and ∂fk/∂εk converge reasonably well

for finer grids, although working with such fine grids using hybrid functionals results in a

prohibitively large computational cost unless an interpolation technique such as Wannier

interpolation [161] is used. However, the main bottleneck in computing the LO-phonon

scattering process lies in obtaining τn(k) (Eq. 2.39), which involves a 3-D integral over

the phonon wavevector q with its integrand containing a δ function. This integral can

in principle be numerically evaluated from the full first-principles band structure. In

practice, however, any numerical technique employed will require a fine grid and the use

of smearing to implement the energy-conserving δ function present in Eq. 2.39. This

leads to inaccuracies in the results because of its sensitivity to the choice of the smearing

parameter [65, 81]. In addition, quantifying the error in the mobility is difficult without

the knowledge of the exact result.

We circumvent these problems here by using an analytic expression for the CB dis-

persion. This allows us to solve for one of the components of q using the condition for

energy conservation exactly, thus reducing the integral to 2-D by getting rid of the δ

function. This has the added advantage of decreasing the computational complexity as

well as producing the exact result that can be used to validate the choice of the smearing

parameter in the numerical approach [65, 81]. Of course, this approach is contingent

on the analytic expression being able to accurately reproduce the first-principles band
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structure, at least in the vicinity of the Fermi level, i.e., in the regions of the BZ where

the factor ∂fk/∂εk is non negligible. The resulting integral can then be evaluated using

any numerical integration technique. Here we use the trapezoidal rule on a uniform grid

separated by ∆k = 5× 10−3 Å−1 along each dimension.

We plot the CB dispersion in Fig. 6.2. It is clear that for energies larger than 0.3

eV nonparabolicity is significant. Since the Fermi level may lie well above this energy

for commonly used doping levels (also indicated in Fig. 6.2) using a parabolic dispersion

relation would be inaccurate. Instead, we use the hyperbolic dispersion relation derived

from k.p theory [162]:

~2k2/2m∗Γ = εk(1 + αεk) . (6.1)

Fitting our first-principles band structure of the CB to the hyperbolic dispersion relation

yields an effective mass near Γ, m∗Γ = 0.20me, which we find to be isotropic. However,

the nonparabolicity parameter α was found to be slightly anisotropic as evident from

inspecting the E-vs.-k relation along the three high-symmetry directions in the BZ up

to k = 0.4 Å−1 (along Γ →X, Γ →M, and Γ →R; see Table 6.1). Since the deviation in

α due to the anisotropy is small (±0.03 eV−1), to avoid complications in our transport

analysis, we use an isotropic α value of 0.25 eV−1 determined by averaging α along the

high-symmetry directions. We find that the averaged α value yields an accuracy of better

than ±0.05 eV for energies up to 1.5 eV (k ∼ 0.32 Å−1) above the CB minimum (see

Fig. 6.2). For reference, the Fermi level εF corresponding to an electron concentration
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of 1021 cm−3 is at 1.34 eV; our fit will therefore be entirely adequate for all achievable

doping densities.

Table 6.1: The effective mass near Γ, m∗Γ and the nonparabolicity parameter α for
the hyperbolic fit (Eq. 6.1) along three high-symmetry directions.

Direction m∗Γ (me) α (eV−1)

Γ→X 0.20 0.208
Γ→M 0.20 0.253
Γ→R 0.20 0.285
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Figure 6.2: Dispersion of the lowest CB around Γ, showing the slight anisotropy
evident from the difference in dispersion along the high-symmetry directions (Γ-X,
Γ-M, and Γ-R) (shaded in blue). The fitted hyperbolic dispersion (solid orange line)
and parabolic dispersion (dashed black line) are shown. Fermi levels for different
electron densities are also indicated.
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For the hyperbolic dispersion, the band velocity is given by

vk =
1

~
∂εk
∂k

=
~k

m∗Γ
(1 + 2αεk)−1 (6.2)

and the band mass accounting for nonparabolicity is given by

m∗k = m∗Γ(1 + 2αεk)3 . (6.3)

Our value for m∗Γ is in agreement with other HSE06 calculations [142,163] except for one

study [164], in which the use of incorrect units for k led to an overestimation of the mass

(0.46me) by a factor of (2π/a)2, where a = 4.13 is the lattice parameter in Å. The value

reported based on the hybrid functional PBE0 [142,147] is 0.22me, and values based on

LDA and GGA functionals [38,165] range between 0.05 and 0.40me. To our knowledge,

values for the nonparabolicity parameter have not been reported.

To date, three studies have reported a wide range of experimental effective masses

for the CB in BSO [38, 166, 167]. Kim et al. [38] estimated the mass to be 0.60me

based on the Burstein-Moss shift at n = 2.3 × 1020 cm−3. Seo et al. [166] used the

plasma frequency that fitted the observed Drude conductivity at an electron density

of 8.9 × 1019 cm−3 to arrive at 0.35me. Both these reports significantly overestimate

m∗Γ compared to the calculated value of 0.20me. However, the effective mass value of

∼0.20me determined from reflectivity measurements by Allen et al. [167] is in good

agreement with our calculation.
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6.4 Results

Using the implementation described in the previous section, we now proceed to calcu-

late the scattering rates and mobilities due to LO-phonon and ionized impurity scattering.

We first discuss the results obtained for the individual scattering processes separately.

Then, in Sec. 6.4.3, we discuss the overall mobility combining the effect of both processes

via Matthiessen’s rule.

6.4.1 LO-phonon scattering

The LO-phonon scattering rates are obtained using Eq. 2.39 by summing the contri-

butions from the three polar LO modes. The k dependence of the calculated scattering

rate is plotted in Fig. 6.3 for two values of the electron density, 1019 and 1020 cm−3. Our

hyperbolic dispersion fit is valid over the plotted range (up to 0.4 Å−1), and since isotropic

dispersion is a good approximation, the rate plotted is representative of all directions in

the BZ. We can explain the overall features in Fig. 6.3 in terms of some basic mechanisms.

As k increases, the band curvature decreases (see Fig. 6.2), and the radius of the energy

surface at εk+q increases. Both these characteristics cause the phonon wavevector q to

be larger in order to satisfy the energy conservation, εk+q = εk±~ωLO due to the follow-

ing two reasons: (1) a smaller band curvature leads to a larger k + q for a given εk+q,

and (2) a larger radius of the energy surface εk+q leads to an increase in the magnitude

of q for the majority of q vectors satisfying energy conversation. The k dependence of

the scattering rate can therefore be related to the q dependence in Eq. 2.40. We thus
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expect that near k=0, for q values small compared to q∞,scr, the rate will be proportional

to q2/q4
∞,scr, while for larger k values, if q becomes larger than q∞,scr, the rate should

decrease as 1/q2. The behavior in Fig. 6.3 is more complicated, however, due to the

following reasons. In Fig. 6.3(a), for 1019 cm−3, the decrease at large k can be observed

beyond k = 0.15 Å−1, but the initial rise near k=0 is overshadowed by the presence of a

“dip” in the curve near the Fermi level; the origin of this feature will be explained below.

Figure 6.3(b), for 1020 cm−3, does show the expected rise in the scattering rate for small

k values, but a decrease at large k values is not evident. This is due to the large value of

q∞,scr in this case, which requires a much larger q, and hence a larger k, to observe the

1/q2 behavior.

The dip in the scattering rate around the Fermi level is a consequence of the energy

dependence of the factor in square brackets in Eq. 2.39 that determines the probability

of scattering due to emission or absorption of a phonon. For a given phonon mode ν

and Fermi level εF, nqν is a constant (since phonon energy is independent of q in the

Fröhlich model), and therefore the k dependence of this factor is due only to the electronic

occupation functions fk+q multiplied by their respective δ function for phonon absorption

and emission. With this information, this factor can be expressed solely in terms of the

magnitude of the energy separation between the initial scattering state and the Fermi

level, |εk − εF|. For initial states located exactly at the Fermi level (εk = εF), this factor

reaches a minimum at which the combined scattering probability due to emission and

absorption is lowest, causing the dip in the scattering rate centered at the Fermi level.
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Figure 6.3: (Color online) Calculated scattering rates [1014 s−1] versus electron
wavevector k (Å−1) for LO-phonon scattering (orange dotted lines), ionized impu-
rity scattering (blue dashed lines) and the total rate obtained via Matthiessen’s rule
(black solid lines) at RT (300 K) for electron densities (a) 1019 cm−3 and (b) 1020

cm−3. Values are plotted along Γ→ X but are representative of all directions in the
BZ due to the almost isotropic band structure. Note the different vertical scales in
panels (a) and (b). The Fermi level εF is indicated by vertical dashed lines.

For initial states located below the Fermi level (εk < εF), the absorption term, which is

proportional to the occupation of the final state dominates [see first term in Eq. 2.39].

The opposite is true for εk > εF: the emission term becomes dominant when the final

states are unoccupied due to the (1–fk+q) term, which occurs for initial states occurring

above εF. As the doping is varied, the center of the dip in τ−1(k) moves along with the

Fermi level, as is evident by comparing the k dependence of the rates for two different

densities in Figs. 6.3(a) and (b).
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Finally, we discuss the absolute value of the scattering rate at Γ. This depends on the

electron density because of (1) screening, with the rate being proportional to q2/q4
∞,scr for

small wavevectors, and (2) the dip that moves along with the Fermi level, as discussed

above. For n=1019 cm−3 [Fig. 6.3(a)] the rate at Γ is depressed partly due to the dip near

εF, and partly due to screening. At electron densities 1020 cm−3 [Fig. 6.3(b)] and above,

the Fermi level is pushed sufficiently high to ensure that the dip does not influence the

value at k=0, and screening becomes the main effect near Γ; higher doping leads to more

screening and hence decreases the rate (see Eq. 2.40).

The calculated mobility values µLO based on the k-dependent LO-phonon scattering

rates at RT (300 K) are listed in Table 6.2 for various doping levels. Figure 6.3 shows

that the scattering rate in the vicinity of the Fermi level (which is what matters for

mobility) can be different from the scattering rate at Γ. Therefore, using a scattering rate

calculated at Γ in a constant-τ approximation could lead to inaccurate mobilities as well

as incorrect trends with electron density (or εF). For example, at RT for n = 1020 cm−3,

the mobility calculated using a k-independent scattering rate with the value evaluated

at Γ (τ−1
Γ = 0.080 × 1014 s−1) is 943 cm2V−1s−1. This value overestimates the actual

mobility (calculated taking the k dependence into account), 594 cm2V−1s−1. Based on

the factor ∂fk/∂εk in Eq. 2.38, which renders the mobility sensitive only to rates in the

vicinity of εF, one would expect a constant τ evaluated at εF (τkF) to yield more accurate

values. However, we find that using τ−1
kF

(= 0.095×1014 s−1) yields 792 cm2V−1s−1, which

still significantly overestimates the actual mobility by about 33% (200 cm2V−1s−1). On
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the other hand, for n = 1019 cm−3, we find a different trend: using τ−1
Γ (= 0.186 × 1014

s−1) gives a reasonable mobility of 455 cm2V−1s−1 compared to the actual mobility of

487 cm2V−1s−1, whereas using τ−1
kF

(= 0.116 × 1014 s−1) yields 733 cm2V−1s−1, which is

a severe overestimation by about 50% (246 cm2V−1s−1).

Table 6.2: Calculated drift mobility values (in cm2V−1s−1) at RT (300 K) taking
into account scattering due to LO phonons (µLO), ionized dopants (µimp), and their
total (µtot) for different electron densities n (cm−3). The corresponding Fermi level
εF (eV) (referenced to the conduction-band minimum, CBM), Fermi wavevector kF

(Å−1), and the screening wavevectors q∞,scr (Å−1) (Eq. 2.41) and qscr (Å−1) are also
given.

n εF − εCBM kF q∞,scr qscr µLO µimp µtot

1017 -0.079 0.036 0.013 0.006 321 29850 307
1018 -0.017 0.036 0.038 0.018 389 5195 318
1019 0.074 0.063 0.083 0.039 487 1445 329
1020 0.354 0.142 0.137 0.063 594 666 305
1021 1.343 0.307 0.240 0.111 530 290 183

We note that for nondegenerate doping, where the Fermi level lies in the band gap,

the reasoning based on ∂fk/∂εk leads us to expect that using τΓ should give reasonably

accurate mobility values. Indeed, for n=1017 cm−3, using τ−1
Γ = 0.263 × 1014s−1 gives

a mobility of 334 cm2V−1s−1, in good agreement with the k-dependent τ calculation

value 321 cm2V−1 s−1. However, for n=1018 cm−3, τ−1
Γ = 0.178 × 1014 s−1 results in

487 cm2V−1s−1, a serious overestimate compared to the actual value of 389 cm2V−1s−1

obtained using the full k dependence of τ . This example demonstrates that using the rate

at Γ is a good approximation only for low doping concentrations, corresponding to Fermi

levels well below the CBM, where only carriers very close to Γ contribute to transport.
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For higher doping levels there is no justification for using a constant-τ value determined

either at the Γ or near εF.

Figure 6.4 shows the temperature dependence of the mobility based on LO-phonon

scattering: the mobility decreases by more than two orders of magnitude going from 50 K

to 300 K. This strong dependence results from the phonon occupation factor nqν entering

into the LO-phonon scattering rate (Eq. 2.39). This behavior as a function of temperature

is similar for all electron concentrations. Figure 6.4 also shows the contributions to the

mobility due to the individual LO phonon modes. As expected, at low temperatures

(0–100 K), only the lowest frequency mode (LO1) is occupied and contributes to limiting

the mobility. Starting at 100 K the LO2 mode (51 meV) gets populated. The highest

energy (88 meV) LO3 mode starts contributing to scattering at temperatures above 250

K.

LO-phonon contributions to mobility are often fitted [34, 35, 168] to an expression

that is inversely proportional to the BE distribution as derived by Low and Pines [169]

for a single LO mode. For materials with multiple LO modes, such as the perovskite

oxides, the fits are performed by adding the reciprocal mobilities due to each mode with

some assumption or knowledge about which modes dominate in the temperature range

of interest [34, 168]. To assess the validity of such a procedure, we fitted our calculated

mobilities due to the individual LO phonon modes to a BE-distribution-like term, as well
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Figure 6.4: (Color online) Calculated mobility versus temperature for LO-phonon
scattering (µLO) (solid red circles) for n=1020 cm−3. The calculated mobility due to
scattering from the individual phonon modes is shown: µLO1 (purple open squares),
µLO2 (green open circles), and µLO3 (orange triangles) with energies 18, 51 and 88
meV, respectively. The lines are analytic fits for the mobilities based on the BE
distribution (see text): µLO (black solid line), µLO1 (purple dotted lines), µLO2 (green
dashed line), and µLO3 (orange dash-dot line).

as their combined mobility by summing their reciprocals:

µ−1
LO = µ−1

LO1
+ µ−1

LO2
+ µ−1

LO3
=
∑
ν

cν

exp
(

~ων
kBT

)
− 1

, (6.4)

where cν is the fitting coefficient corresponding to the phonon mode ν with energy ~ων .

The fits for the individual modes (see Fig. 6.4) perform very well when kBT � ~ωLO,

consistent with the fact that the expression was derived in the low-temperature limit by

Low and Pines [169]. At higher temperatures, the fits tend to slightly underestimate the

mobility.
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6.4.2 Ionized impurity scattering

We now proceed to calculate ionized impurity scattering, based on Eq. 2.45. The k

dependence of the scattering rate is shown in Fig. 6.3, we observe that the behavior is

linear in k near Γ, and decreases as k−3 beyond the peak. The resulting mobility values

calculated at RT are included in Table 6.2 for doping densities 1017–1021 cm−3. Fig. 6.5

shows the temperature dependence of the drift mobility for various doping densities. For

doping densities below 1019 cm−3, the mobility depends strongly on temperature, while for

higher doping densities the mobility is temperature independent. Inspection of Eq. 2.38

shows that the temperature dependence arises from ∂fk/∂εk centered around the Fermi

level εF with a temperature-dependent width. The screening wavevector qscr appearing

in Eq. 2.45 is also dependent on ∂fk/∂εk (see Eq. 2.41). Therefore, any temperature

dependence in the mobility should come primarily from ∂fk/∂εk and εF.

As the temperature decreases two changes occur: (1) the width of ∂fk/∂εk narrows

and approaches a δ function at 0 K, and (2) the Fermi level εF itself increases. Both these

dependences affect the mobilities when the scattering rate varies rapidly with energy (or

k) around the Fermi level. This is indeed the case for the ionized impurity scattering rate

close to Γ, i.e., for εF near or below the CBM. Test calculations for 1018 and 1019 cm−3

in which the width of the Fermi derivative ∂fk/∂εk as well as εF itself were fixed to their

values at 300 K confirmed this reasoning; the resulting mobilities showed no temperature

dependence. At doping densities above 1019 cm−3 the variation of the rate around the

Fermi level is slow, resulting in a very weak temperature dependence of the mobilities.
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Figure 6.5: Calculated drift mobility versus temperature in the case of ionized impurity
scattering (µimp) for five different electron densities: 1017 (blue squares), 1018 (orange
open circles), 1019 (green solid circles), 1020 (red open triangles), and 1021 (black
closed triangles) cm−3.

6.4.3 Total drift mobility

We now combine the effect of LO-phonon and ionized impurity scattering via Matthiessen’s

rule, τ−1
tot = τ−1

LO + τ−1
imp. The temperature dependence of the total drift mobility [see

Fig. 6.6] shows the typical behavior [170]: ionized impurity scattering dominates at low

temperatures, and as the temperature increases LO-phonon scattering reduces the mobil-

ity. At RT and for doping densities less than 1018 cm−3, the total mobility (see Table 6.2)

is limited mainly by LO-phonon scattering. At higher doping levels impurity scattering

plays an increasingly important role. This highlights the importance of efforts to reduce

ionized impurity scattering, as discussed in Sec. 6.5.3.
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Figure 6.6: Calculated drift mobility versus temperature due to a combination of
LO-phonon and ionized impurity scattering (µtot) for five different electron densities:
1017 (blue squares), 1018 (orange open circles), 1019 (green solid circles), 1020 (red
open triangles), and 1021 (black closed triangles) cm−3.

6.4.4 Mobility vs. electron density

The trends in the RT mobility-vs.-density (µ-vs.-n) as well as the dominant scattering

mechanism at a given doping level can be visualized more clearly from Fig. 6.7. First,

we discuss the trends for the two scattering mechanisms individually. Ionized impurities

are seen to reduce the mobility with doping as nm (linear on the log-log plot), where

the exponent m is different for the two identifiable density regimes: (1) nondegenerate

doping: n < 1018 cm−3, when the Fermi level lies in the band gap, where the mobility

decreases as ∼n−0.75, and (2) degenerate doping: n > 5×1018 cm−3, when the Fermi level

is above the CBM, where the mobility decreases more slowly as ∼n−0.33. As discussed in
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Sec. 6.3, we have set n = Nimp for an ionized donor of +1 charge. In the nondegenerate

doping regime, screening is weak (qscr is small) and the factor outside the square brackets

in Eq. 2.45 dominates and yields a N−1
imp dependence, close to but not quite equal to

the N−0.75
imp behavior extracted from the full results in Fig. 6.7. In the degenerate doping

regime, screening is significant(large value of qscr), and the factor within square brackets

in Eq. 2.45 becomes important. An expansion of Eq. 2.45 for large qscr shows that

the mobility should decreases as N−1
impq

4
0,scr ∝ n−1/3, in agreement with the behavior in

Fig. 6.7(a). Here we have used qscr ∼ n1/6 from Thomas-Fermi theory for degenerate

doping.

For LO-phonon scattering, we find that screening plays a significant role for densities

1018 cm−3 and higher, as seen by comparing mobilities with and without screening in

Fig. 6.7(b). To elucidate the role played by the band structure and the Fermi level,

we focus on the unscreened case. Based on the physics, three distinct regions can be

identified in the µ-vs.-n curve: (1) for low densities ≤ 1018 cm−3, the mobility is fairly

constant, at ∼300 cm2V−1s−1; (2) for densities in the range 1018–1019 cm−3, the mobility

decreases slightly to ∼200 cm2V−1s−1; and (3) for doping densities > 1019 cm−3, the

mobility increases with electron density from ∼200 to ∼300 cm2V−1s−1. The effect of

screening is to increase the mobility with increasing density.

In Region 1 the Fermi level lies below εCBM + ~ωLO1, where ~ωLO1 = 18 meV is

the lowest LO-phonon energy among the three LO modes. This makes emission of LO

phonon almost impossible, since most of the carriers are at the CBM and do not have
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Figure 6.7: (a) Calculated drift mobility versus electron density (cm−3) at 300 K (RT)
for LO-phonon scattering, µLO (orange dotted line), and ionized impurity scattering,
µimp (blue dashed line), as well as the total drift mobility, µtot (black solid line). (b)
Comparison of the screened (orange dotted line) and unscreened (green open circles
on dotted line) values for µLO versus electron density.

any states below to relax to after emission. Phonon absorption remains as the only

LO-phonon scattering process, and determines the mobility. As the Fermi level moves

above εCBM +~ωLO1 with doping, we enter Region 2, where LO-phonon emission becomes

possible and reduces the mobility. Raising the Fermi level further (Region 3) results in

an increase in mobility, which can be attributed to a decrease in band curvature and a
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larger energy surface as discussed in Sec. 6.4.1. In the presence of screening, for densities

greater than 1018 cm−3, it is the screening wavevector q∞,scr that mainly determines the

mobility by enhancing it.

Overall, however, the total mobility is seen to decrease with increasing electron den-

sity [Fig. 6.7(a)] due to the strong contribution from ionized impurity scattering. On

comparing µLO and µimp, it is clear that ionized dopants affect the RT mobility already

at densities n > 1018 cm−3, and are the dominant source of scattering for n > 1020 cm−3.

For n > 1018 cm−3, dopants in combination with LO-phonon scattering limit the total

mobility to less than 330 cm2V−1s−1. Below n = 1018 cm−3, the limit is determined

by LO-phonon scattering, but the lack of screening results in a lower mobility of ∼300

cm2V−1s−1. Of course, reducing the doping would also reduce the conductivity; it is

therefore important to consider doping techniques that can mitigate impurity scattering

without sacrificing the carrier concentration and conductivity. We will discuss two such

techniques in Sec. 6.5.3.

6.5 Discussion

6.5.1 Comparison with experimental measurements

Our discussions thus far have focused on the drift mobility. However, all of the

transport measurements on BSO [36, 37, 147, 148, 164], with the exception of one report

of transistor-based measurements [146] on thin films, have been based on Hall mea-
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surements. To allow for a direct quantitative comparison with experiments we need to

compute the Hall mobility, which is related to the drift mobility µ via the Hall factor rH

as given in Eq. 2.46.

Due to its dependence on τ (k), the Hall factor rH calculated using Eq. 2.47 depends

on the scattering process, and shows a strong dependence on carrier concentration (see

Fig. 6.8) as well as temperature. With increasing carrier concentration, as the Fermi

level approaches the CBM and moves above into the CB, rH decreases and saturates to

a constant value of ∼ 1.09 for LO-phonon scattering, and ∼ 1.03 for ionized impurity

scattering.

We now explicitly compare the temperature dependence of our calculated Hall mobil-

ity µH with experiment. We focus on the highest mobility values reported to date, from

experiments on bulk single crystals [37] as well as thin films [148].

6.5.1.1 Bulk crystals

In Fig. 6.9(a) we show experimental values for bulk single crystals measured by Kim

et al. [37] Their 300 K value at 8 × 1019 cm−3 doping, 320 cm2V−1s−1, is the highest

RT mobility reported to date. When comparing with experimental measurements it is

important to recognize that scattering mechanisms in addition to the LO-phonon and

ionized impurity scattering may be present, for instance due to the presence of point

defects such as compensating centers and neutral impurities, as well as extended defects

such as dislocations or grain boundaries. At large carrier densities (> 5× 1019 cm−3), we
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Figure 6.8: (Color online) Calculated Hall factor rH versus carrier concentration for
ionized impurity (blue dashed line) and LO-phonon scattering (orange dotted line).

find ionized impurity scattering to be temperature independent (see Fig. 6.5); and neutral

impurity scattering is also temperature independent [171]. Therefore, we take these

additional mechanisms into account via a temperature-independent mobility contribution

µadd chosen to reproduce the experimental low-temperature mobility value.

Taking these additional contributions into account, the calculated Hall mobilities for

8 × 1019 cm−3 and 1.2 × 1020 cm−3 doped samples agree very well with experiment.

For 8 × 1019 cm−3 doping, µadd = 4500 cm2V−1s−1 indicating weak scattering due to

other mechanisms. However, for 1.2 × 1020 cm−3, the µadd required for the fit was 1000

cm2V−1s−1. This suggests a significant presence of extended defects, neutral impurities

or ionized defects. Wang et al. have observed Ruddlesden-Popper type {001} stack-

ing faults in BSO that could explain some of the additional scattering [172]. However,
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Figure 6.9: (Color online) Solid lines: calculated Hall mobility versus temperature due
to ionized impurity and LO-phonon scattering, with addition of a temperature-inde-
pendent scattering contribution: (1/µimp + 1/µLO + 1/µadd)−1, for different experi-
mental doping densities. Symbols indicate the corresponding experimental Hall mea-
surements (a) on bulk crystals from Ref. [37] , for 8×1019 cm−3 (solid red circles) and
1.2× 1020 cm−3 (solid green triangles) doping, and (b) on thin films from Ref. [148],
for 6×1019 cm−3 (open orange circles) and 7×1019 cm−3 (open blue triangles) doping.
For bulk crystals (a), µadd is 4500 cm2V−1s−1 for 8×1019 cm−3, and 1000 cm2V−1s−1

for 1.2× 1020 cm−3, and for thin films (b), µadd is 210 cm2V−1s−1 for 6× 1019 cm−3,
and 475 cm2V−1s−1 for 7× 1019 cm−3.

more likely mechanisms, at such large dopant concentrations, include the formation of

charge-compensating centers or carrier traps, or of neutral centers due to a decrease in
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the fraction of ionized dopants or because the dopant solubility limit is approached. In

Ref. [37], Kim et al. suggested that ionized impurity scattering was the dominant scatter-

ing mechanism in these samples, and neglected LO-phonon scattering in their analysis.

In contrast, as evident from our analysis related to Fig. 6.7(a) as well as Fig. 6.9(a),

LO-phonon scattering that causes a temperature dependence plays an equally important

role in limiting the RT mobility for ∼ 1020 cm−3 doping.

6.5.1.2 Thin films

BSO thin films [36,37,38,147,148] exhibit a wide range in measured mobilities, which

may reflect variations in growth technique and quality of the films. The highest mobility

reported is 150 cm2V−1s−1 in thin films grown using molecular beam epitaxy [148]. In

Fig. 6.9(b) we show an analysis similar to that used for bulk samples in Sec. 6.5.1.1

to compare our calculated Hall mobility with the experimental values of Ref. [148]. Our

analysis of the temperature dependence in thin films suggests strong additional scattering

mechanisms to be present compared to bulk. These additional scatterers could be related

to dislocations or grain boundaries due to lattice mismatch with the substrate, as noted

in the experimental reports [37, 38, 148]. The temperature-independent contributions

necessary to match the low-temperature mobility are µadd=210 cm2V−1s−1 for 6 × 1019

cm−3, and µadd=475 cm2V−1s−1 for 7 × 1019 cm−3. We note that there seem to be

additional temperature-dependent scattering mechanisms that reduce the mobilities more

strongly with temperature than taken into account in our analysis.

159



First-principles analysis of electron transport in complex oxides Chapter 6

One complication in thin films is its finite thickness (30–64 nm) in Ref. [148], which is

smaller than or comparable to the average mean free path for electron-phonon scattering

(calculated to be vkF〈τ〉 = 53 nm). This suggests that some of the carriers that have

a momentum component perpendicular to the boundary will be limited by surface (or

substrate-interface) scattering rather than LO phonon scattering [64]. Therefore, in the

calculation of mobility in thin films, inclusion of this effect will result in a reduction in

mobility, and should be taken into account. In fact, as reported in Ref. [148], increasing

the film thickness from 30 nm to 64 nm increases the RT mobility from 100 to 124

cm2V−1s−1. Another finite-size effect is the close proximity to the substrate that could

cause additional scattering from substrate phonons.

6.5.2 Comparison to other perovskite oxides

It is striking that the LO-phonon-limited mobility in BSO is about two orders of

magnitude higher than in STO [34, 144] and other perovskite oxides with CBs made up

of d states [173]. We now show that this result provides some profound insights in the

relative impact of various material properties on electron mobility. The higher mobility

of BSO has often been attributed to the lower effective mass of the CB. This argument

is based on the Drude model, where the mobility is given by µ = eτ/m∗Γ, and assumes

the scattering rate to be the same for both BSO and STO. Here we point out that the

scattering rates are actually significantly different in the two materials, and have a larger

impact on the mobility than the effective masses.
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Our calculated scattering rate in BSO, ∼1013 s−1, is an order of magnitude smaller

than the scattering rate in STO, ∼1014 s−1, calculated in Ref. [144]. We now examine the

origins of this difference. First, we direct our attention to the strength of electron-phonon

coupling. To quantify this strength, we calculated the value of the q-independent factor

in the electron-phonon coupling matrix element |gqν |2 (Eq. 2.40) for the second LO mode

(LO2), which we found to be the dominant scattering mode near RT (see Sec. 6.4.1 and

Fig. 6.4). Using the LO and TO frequencies from Ref. [174], this coupling factor in STO

is computed to be 2.08×10−20 J2m−2. This value is quite similar to the value computed

for BSO, 1.77×10−20 J2m−2, and hence electron-phonon coupling strength cannot explain

the difference in the scattering rate of BSO relative to STO.

The only other differences between BSO and STO that can explain the reduced scat-

tering rate are the CB degeneracy and density of states (DOS). In STO (and most other

perovskite oxides) the CB is derived from d orbitals of t2g character and hence is three-

fold degenerate near Γ (possibly split by spin-orbit coupling, which is relatively weak in

STO). In contrast, BSO has a singly-degenerate CB composed of Sn s orbitals. This

implies that in STO, each electronic state can scatter into two more bands via interband

processes compared to BSO. In addition, the lower CB dispersion in STO leads to an

increase in the DOS. Both these factors lead to an increase in the density of accessible

final states in STO, which significantly raises the scattering rate. We conclude that the

higher mobility of BSO is not just due to a smaller effective mass, as previously empha-
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sized [36,149]. but more importantly to a significant reduction in the DOS that reduces

the scattering rate.

This insight provides valuable guidance for selecting perovskite oxides for high-mobility

applications. The requirement of a small DOS does not necessarily mean that materials

with CB derived from d orbitals cannot exhibit high mobilities. Any phenomena, such

as spin-orbit coupling or biaxial strain, that remove the CB degeneracy by separating

one or more bands away from the lowest CB by an amount exceeding the dominant LO

phonon energy will reduce the scattering rate, and can enhance the mobility in perovskite

oxides [144].

6.5.3 Enhancing mobility in BaSnO3

From our discussion in Sec. 6.4.4, it is clear that ionized impurity scattering sig-

nificantly limits the mobility in BSO, particularly at higher doping densities. If high

conductivity is required in bulk crystals or thick films, the presence of ionized impurities

cannot be avoided since dopants are required for introducing electrons into the CB. The

problem of ionized impurity scattering has been recognized as the dominant mechanism

limiting mobility at high doping in other TCOs as well [143]. In thin films, however,

techniques are available to avoid or mitigate ionized impurity scattering.

One approach is to separate the ionized dopants from carriers in the channel; this has

been the basis of several semiconductor heterostructure designs [170]. A commonly used

technique is modulation doping, where the dopants are introduced not in the channel,
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but in the barrier material [170] Carriers from the dopants transfer into the channel

forming a two-dimensional electron gas (2DEG), and are less prone to dopant scattering

due to their spatial separation from the dopants. BSO could benefit from such a doping

technique provided appropriate barrier materials are identified. In Chapter [41].

Perovskite oxides, including BSO, can also be doped by another technique, namely

polar-discontinuity doping [6,12,21,82]. This approach takes advantage of the polar dis-

continuity that exists, for particular interface orientations, between a nonpolar material

(BSO, STO) and a polar perovskite oxide such as LaAlO3, GdTiO3, LaInO3, or KTaO3.

This polar discontinuity leads to the formation of an intrinsic 2DEG with a theoretical

maximum density of 1/2 electron per interface atom (∼ 1014 cm−2) in the nonpolar oxide,

provided that the conduction-band offset is sufficiently high to confine the carriers. Since

the doping is intrinsic to the interface, carriers appear in the channel without the need

for extrinsic doping. The host atoms in the interfacial layer effectively act as donors,

but since they are arranged in a periodic lattice they do not give rise to scattering. This

eliminates ionized impurity scattering, and thus in principle offers mobilities close to the

phonon-scattering-limited value.

STO has been the material of choice to explore polar-discontinuity doping [6, 12] as

well as other functional properties [175] in perovskite oxides, but it suffers from a low

RT mobility of ∼10 cm2V−1s−1 [34, 144]. BSO, which has an intrinsic RT mobility in

the range of 300–600 cm2V−1s−1 [Table 6.2] thus presents an interesting high-mobility

alternative to STO. However, the low DOS of BSO makes confining the 2DEG within the

163



First-principles analysis of electron transport in complex oxides Chapter 6

channel challenging; a careful design of the heterostructure barriers with a large enough

CB offset is necessary. These issues related to confinement and DOS will be quantitatively

addressed in the next chapter, Chapter 7, using Schrödinger-Poisson simulations. The

results for the simulations have also been reported in Ref. [41], along with the design

guidelines for BSO heterostructures based on modulation doping and polar-discontinuity

doping.

6.6 Conclusion

In summary, we have used first-principles analysis along with a careful numerical

procedure to calculate the mobility of BSO from Boltzmann transport theory within the

relaxation time approximation, accounting for LO-phonon scattering as well as ionized

impurity scattering. We find that the surprisingly large mobility of BSO stems not only

from the small effective mass (as had been previously suggested), but is also due to a sig-

nificant reduction in the LO-phonon scattering rate compared to other perovskite oxides.

The reduction in the rate is shown to be due to a decrease in the number of states that

the electrons can scatter into because of the low DOS in BSO. Ionized impurity scattering

was found to be a significant scattering mechanism, even at RT, limiting the mobilities

to less than 330 cm2V−1s−1 for dopant densities above 1019 cm−3. Ionized impurity scat-

tering can be avoided by using modulation doping or polar-discontinuity doping, which

may enable achieving LO-phonon-limited mobility values, which are calculated to exceed

500 cm2V−1s−1 for electron concentrations > 1× 1019 cm−3.
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Chapter 7

Evaluating BaSnO3 as a channel

material

The high-density 2DEG in SrTiO3 at an interface with a polar material is very attractive

for electronic applications. However, in order to realize a practical device, the carrier

mobility at room temperature (RT) is an important property of channel material to be

considered. In Chapter 6, we computed the electron mobility in BaSnO3 (BSO) to be an

order of magnitude higher than in SrTiO3. We understood that this large improvement in

electron mobility in BSO is due to its low density of states (DOS). BSO is also nonpolar

along [001], similar to STO, and can form a high-density 2DEG at an interface with a

polar-[001] material, such as LaAlO3. However, the low DOS in BSO raises the question

of whether the high-density 2DEG formed at the interface would be confined within BSO.
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In this chapter, we will study the aspect of 2DEG confinement in BSO with perovskite

oxide barrier materials using Schrödinger-Poisson (SP) simulations.

7.1 Introduction

BaSnO3 (BSO) is a cubic perovskite that has been recognized as a transparent con-

ducting oxide (TCO) [176]. It has gained attention owing to the recent experimental

demonstrations [177, 178] of room-temperature mobilities (320 cm2V−1s−1) higher than

most TCOs [143]. This room-temperature mobility is also the highest ever observed for

a perovskite oxide, and about two orders of magnitude larger than that of the widely

used SrTiO3 (STO) [34]. Recently, bulk single crystals of BSO have been grown using

the solution-based PbO-flux method [179]. High-quality thin films of BSO grown using

molecular beam epitaxy (MBE) have also been shown to exhibit high mobilities (∼ 150

cm2V−1s−1) [148]. The properties that make BSO a good TCO also render it suitable as

a channel material that can provide high current density and low power dissipation in

transistors.

To date, introducing carriers into BSO has relied on La substitutional doping (1–

7%) for both bulk and thin films [146, 148, 177, 180]. Such high levels of doping have

been shown to cause large impurity scattering and limit the mobility [180]. As we have

shown in Chapter 6, the phonon-scattering-limited mobility can be much higher than

currently achieved in bulk and thin films [39]. Therefore, identifiying alternative methods
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of introducing carriers into BSO that minimize impurity scattering could greatly enhance

mobility and provide pathways to more efficient transistors.

Here, we will study two methods of introducing carriers into BSO that can minimize

impurity scattering: the traditional modulation doping; and doping due to the polar

discontinuity at a nonpolar/polar heterojunction. In modulation doping [170], dopants

are introduced in a barrier material whose conduction band (CB) lies higher than that of

BSO. Electrons from the dopants transfer into BSO forming a two-dimensional electron

gas (2DEG) at the interface; this 2DEG is separated from the dopants and therefore

less prone to impurity scattering. Various dopant profiles are possible; here we focus on

delta doping, where the dopants are introduced as a sheet in the barrier material at a

distance d away from the interface (see Fig. 7.1(a)). STO seems like a good candidate

for a barrier material: good-quality substrates are available, growth techniques are well

established, and high doping can be achieved [12, 89]. What needs to be verified is that

the conduction-band offset (CBO) between STO and BSO is adequate to confine the

2DEG.

BaSnO3

polar
materialBaSnO3

nonpolar
material

(a) delta doping (b) polar discontinuity

2DEGCB

VB

Figure 7.1: Schematic band diagrams depicting (a) delta doping at a nonpolar inter-
face, and (b) polar discontinuity doping at a polar interface.
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Unlike modulation doping, polar discontinuity doping does not require dopant intro-

duction but relies on the polar discontinuity at a nonpolar/polar interface [12, 21][see

Fig.7.1(b)]. BSO is nonpolar along [001] consisting of alternating neutral planes of

Ba+2O−2 and Sn+4O−2
2 (inset of Fig. 7.2). For the polar material, LaInO3 (LIO) is a

good candidate: this polar perovskite is almost lattice matched to BSO with good band

offsets [146] and consists of alternating planes of La+3O−2 (net charge of +1 per areal

unit cell) and In+3O−2
2 (−1 per areal unit cell). Each LaO plane donates 0.5e− to each of

the neighboring InO2 planes. At a SnO2-LaO interface between BSO and LIO, 0.5e− per

areal unit cell from the LaO plane will transfer to the nonpolar BSO, acting as the in-

trinsic source of electrons for a high-density 2DEG (2.9×1014 cm−2; calculated assuming

in-plane lattice constant of BSO) [see Fig. 7.1]. Another candidate for polar discontinuity

doping is KTaO3 (KTO), which contains alternating planes of K+1O−2 (charge −1) and

Ta−5O−2
2 (charge +1).

Whichever the doping method, confining high-density 2DEGs requires a sufficiently

large CBO between BSO and the barrier material. This requirement is particularly

severe in the case of BSO because of the small density of states (DOS) of its CB, which

consists of Sn s states and has a small effective mass. The goal of the present work is

to quantitatively address the confinement of the 2DEG at BSO interfaces, and discuss

strategies for designing and doping the heterostructures. First-principles calculations are

performed to obtain the band structure of BSO and its band alignment with STO, LIO
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Figure 7.2: Fermi level relative to the CBM (EF − Ec) as a function of electron
density in BSO at 300 K based on the first-principles HSE06 band structure (solid blue
line) and compared to values obtained from SP simulations (solid red circles) using a
parabolic effective mass mfit = 0.26me that produces the best fit for electron densities
upto 1021 cm−3. The inset shows the atomic structure of BSO, with alternating planes
of BaO and SnO2 along [001].

and KTO. The calculated parameters serve as input to the SP simulations that quantify

the confined 2DEG density.

7.2 First-principles method

The first-principles calculations are based on density functional theory using the

HSE06 hybrid functional [108] with the default mixing parameter of 25%. Use of HSE06

not only yields the correct band structure, but also provides accurate positions for the

valence and conduction bands on an absolute energy scale [53]. The calculations were
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done using the Vienna Ab initio Simulation Package (VASP) [58]. For Brillouin-zone

integrations, an 8×8×8 k-point grid was used with the Monkhorst-Pack method for bulk

calculations, while a 4×4×1 grid was used for the interface and surface supercells used

to calculate band offsets and vacuum-level alignment. The band alignments reported

here are the ‘natural’ band alignments between materials at their equillibrium volume

calculated following the methodology described in Ref. [82]. Determination of the Fermi

level (EF) in BSO for a given carrier concentration requires a very fine sampling of the

Brillouin zone, which is difficult to achieve with the computationally demanding hybrid-

functional approach. EF is therefore computed from the band structure interpolated on

a 100×100×100 k-point mesh constructed using the maximally-localized Wannier func-

tions [181].

7.3 Band structure and band offsets for BaSnO3

The calculated lattice parameters are listed in Table 7.1 and are in good agreement

with experiment [158,182,183]. BSO, STO, and LAO are cubic; LIO has an orthorhombic

structure (GdFeO3-type with 20 atoms per unit cell). The pseudo-cubic lattice parameter

(i.e., the lattice parameter of a cubic structure that would yield the same volume per

formula unit as the orthorhombic structure) of LIO is 4.12 Å, indicating a very good

lattice match to BSO.

BSO was calculated to have an indirect band gap (R→ Γ) of 2.40 eV, in agreement

with a previous HSE06 calculation [142]. The direct or indirect nature of the experimental
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Table 7.1: Structural and electronic properties of perovskites calculated from first
principles (unless otherwise noted). The band offsets reported were calculated by my
colleague, Dr. Lars Bjaalie.

Property BaSnO3 SrTiO3 KTaO3 LaInO3

Lattice parameters (Å) 4.13 3.90 3.99 a = 5.71
b = 5.95
c = 8.24

Band gap Eg (eV) 2.40 3.27 3.40 4.33
CBO to BaSnO3 (eV) – 1.14 1.29 2.06
parabolic mass mfit (me) 0.26 1.0 1.0 1.0
dielectric const. ε (exp.) 20 (Ref. [179]) 300 (Ref. [28]) 200 (Ref. [184]) 39 (Ref. [146])

band gap is still a subject of debate [149,178], with values ranging from 3 to 4 eV. Optical

absorption [149] indicates a gap of 3.1 eV, in reasonable agreement with our calculated

direct band gap of 2.88 eV at Γ. The lowest conduction band has Sn 5s character and is

highly dispersive with significant nonparabolicity away from Γ. Fitting the band structure

to the hyperbolic dispersion relation ~2k2/2m∗Γ = E(1+αE) yields an effective mass near

Γ, m∗Γ = 0.20me and a nonparabolicity parameter α = 0.21 eV−1. The effective mass

away from Γ increases and is dependent on the k-point. A similar hyperbolic fit was

performed for STO in Ref. [111] with parameters m∗Γ = 0.39me and α = 0.40 eV−1 for

the two degenerate t2g bands, and m∗Γ = 6.1me and α = 2.61 eV−1 for the heavier band

along Γ→ X.

The band alignments between BSO and the candidate barrier materials was calculated

by my colleague, Dr. Lars Bjaalie, using the methodology outlined in Ref. [82], and are

reported in Table 7.1 and in Fig. 7.3. The largest CBO offset occurs for LIO, with a

value of 2.06 eV. Based on tunneling measurements, Kim et al. [146] reported a CBO of
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1.6 eV. Their underestimation for the CBO could be related to the effective-mass value

assumed in their model. were brought to our attention. The valence-band offset for the

BSO/STO interface were measured by Chambers et al. [159], using X-ray photoelectron

spectroscopy technique, to be 0.25 eV, which is in excellent agreement with our value

of 0.27 eV. The vacuum-level alignment for BSO was calculated for a SnO2-terminated

slab. The electron affinity of 4.20 eV (Fig. 7.3) is remarkably large compared to many

complex oxides [82], and explains the ease of doping BSO n-type.
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Figure 7.3: Natural band alignment between BSO, STO, LIO, and KTO calculated
from first principles. The band alignment calculations were performed by my col-
league, Dr. Lars Bjaalie. The BSO band structure was referenced to the vacuum level
based on a calculation for an SnO2-terminated surface.
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7.4 Schrödinger-Poisson

Our SP simulations, which are performed within the effective-mass model, are not able

to account for nonparabolicity. We therefore introduce a parabolic approximation with

an effective-mass value mfit = 0.26me chosen to accurately reproduce the dependence of

EF on the electron density up to densities of 1021 cm−3 (see Fig. 7.2); this covers the

range relevant for our 2DEG simulations. A similar parabolic fit to reproduce the DOS

was performed for STO as well (Table 7.1), and we assumed the same mfit value applied

to KTO and LIO, which have CB character similar to STO. Although the small effective

mass of BSO is favorable to achieve high mobilities, the resulting low DOS causes EF to

rise rapidly with electron concentration, as shown in Fig. 7.2. This presents an obstacle

for achieving adequate carrier confinement in BSO heterostructures, and therefore a

careful design of barrier materials with the knowledge of their band offsets is necessary.

We now turn to 1D SP simulations of BSO/STO, BSO/KTO and BSO/LIO heteroin-

terfaces to study delta doping and polar discontinuity doping in these structures. The

simulations, performed within the effective-mass model, use the nextnano3 code [185],

with the input parameters listed in Table 7.1. The simulated structures consisted of

500 nm of BSO interfaced with 500 nm of barrier material. Delta doping was simulated

with dopants placed within a 2 Å region in the barrier at a spacing distance d from

the interface; we study d=2 nm and 10 nm. Polar-discontinuity doping is simulated by

placing dopants within a 2 Å region in the barrier exactly at the interface. Varying the

doping width to 4 Å changed our calculated 2DEG density by less than 3%, and does
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not affect our conclusions. A uniform background doping of 1017 cm−3 was assumed in

BSO to account for unintentional defects or impurities that may be present; this has no

discernible effect on our reported 2DEG densities. We assume complete ionization of the

dopants.

7.5 Results and Discussion of SP simulations

From our SP simulations shown in Fig. 7.4 we find that in the delta-doped (d = 2

nm) BSO/STO heterostructures, which have a CBO of 1.14 eV (Fig. 7.3), the maximum

electron density that can be confined in BSO without spillover is ∼ 8×1013 cm−2. At

this density, the peak of the 2DEG profile occurs at 4 Å from the interface with a value

of 5×1020 cm−3. The limit on the 2DEG density for a given CBO is due to EF −Ec ap-

proaching the CBO value. For the calculated peak density 5×1020 cm−3, the EF position

in bulk would be about 0.9 eV (Fig. 7.2), which is close to the CBO of 1.14 eV. Beyond

this density the CBO is not sufficient to prevent the spread of electrons into the barrier

material. In addition to the actual spillover of electrons (which reduced the achievable

2DEG density), inadequate confinement leads to penetration of the wavefunctions of the

confined electrons into the barrier layer, which is detrimental to the transport properties

of the 2DEG. Compared to d = 2 nm case, d = 10 nm involves a larger electrostatic

energy cost to separate the electrons from the dopants, and therefore results in smaller

2DEG densities. Having an abrupt dopant profile closer to the interface thus improves

the 2DEG density [89].
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Figure 7.4: Computed 2DEG density confined in BSO as a function of dopant sheet
concentration based on SP simulations for delta-doped BSO/STO interfaces with d=2
nm (blue solid squares) or 10 nm (purple solid circles). Values for polar-discontinu-
ity-doped BSO/LIO (orange triangle) and BSO/KTO (red cross) interfaces are also
shown. The ideal situation, where all the electrons introduced are confined in BSO,
is shown as a dashed green line.

At the BSO/KTO and BSO/LIO interfaces, polar discontinutiy doping in principle

provides an electron density of 2.9×1014 cm−2, but a significant fraction of these electrons

cannot be confined in the BSO. Spillover occurs even in the case of LIO, which provides

the largest CBO (2.06 eV) among the barrier materials studied here.

Higher 2DEG densities could be achieved by using a barrier material (or alloy) that

offers a larger CBO to BSO, as illustrated in Fig. 7.5. The results indicate that a

CBO of 3.2 eV is necessary to confine a 2DEG of 2.9× 1014 cm−2. Alloys of STO

with SrZrO3 (SZO) and SrHfO3 (SHO) have already been used in modulation-doped

heterostructures [186]. The CBO of SrZrO3 with BSO is 2.88 eV, and that of SrHfO3 is
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3.27 eV; both much larger than the CBO of STO [82]. SZO (SHO) has a pseudo-cubic

lattice parameter of 4.10 (4.07) Å (Ref. [82]). Alloys of STO with SZO or SHO may

therefore provide suitable confinement and also mitigate the lattice mismatch with BSO.

For any barrier, with the knowledge of CBO determined experimentally or theoretically,

results in Fig. 7.5 can readily be used to estimate the confined 2DEG density.
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7.6 Conclusions

In summary, we used a combination of first-principles calculations and SP simulations

to quantify the effects of the low DOS in BSO and the ensuing challenges involved in
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confining a high 2DEG density. For the case of polar discontinuity doping, we find

that the CBOs of KTO and LIO are insufficient to confine the entire 2DEG density.

Modulation-doped nonpolar structures offer more flexibility in device design, with Fig. 7.5

providing a guide for the magnitude of the CBO needed to confine a given carrier density.

We propose alloys of STO with SZO or SHO as suitable barrier materials providing good

lattice matching and adequate confinement of the 2DEG
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Chapter 8

Summary and future prospects

8.1 Overall summary

We began this dissertation with the goal of building a fundamental understanding of

the electronic properties of complex oxides in order to facilitate, and aid their wide-scale

adoption into future electronic applications and devices. To build such an understanding,

we used a combination of first-principles approaches based on DFT to calculate their fun-

damental properties, and SP simulations to model their behavior at larger length scales.

The following issues relating to the high-density 2DEG formed at certain heterointerfaces

as well as transport in complex oxides were addressed:

1. In Chapter 3, we used SP simulations to study the effect that the field dependence

of the dielectric constant in STO has on the spatial distribution of the 2DEG. In-

corporation of the field dependence in an SP solver was accomplished by developing
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a wrapper script that selfconsistently solved for the electric field and the spatial

variation of the dielectric permittivity. Inclusion of the field dependence leads to a

significant increase in confinement of the 2DEG, which has important implications

for the interpretation of experimental measurements related to the 2DEG.

2. In Chapter 4, we addressed the general phenomenon of surface charging using

first-principles approaches, and developed a general and rigorous methodology to

calculate the energetics of a charged surface. We applied this methodology to the

LAO/STO heterostructures to explain the interactions between the LAO surface

and the 2DEG at the interface involving electron transfer into LAO surface states.

We were able to calculate the 2DEG density that remains at the interface as a

function of LAO thickness, accounting for the formation of surface defects.

3. Applying the methodology for surface charging developed in Chapter 4 to the

GTO/STO heterostructures, we find that the transfer of electrons from the 2DEG

into GTO surface states seems much less likely compared to the transfer occurring

in the LAO/STO system. This difference can be attributed to the fact that the un-

occupied GTO surface states lie much closer to the Fermi level of the 2DEG, while

unoccupied LAO surface states lie at much lower energies, which favors electron

transfer.

4. In Chapter 6, we built a fundamental understanding of the LO-phonon scattering

mechanism in complex oxides by using accurate computational techniques that were
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developed as part of the study. We find that the large DOS (i.e., the number of

states a carrier can scatter into) in STO is responsible for its low RT carrier mobility

relative to BSO, which has much higher mobility. Based on this insight, we predict

that complex oxides having a single conduction band should have a higher mobility

compared to complex oxides with multiple conduction bands. This also provides

us with a general recipe for identifying or designing high-mobility complex oxides.

5. Finally, in Chapter 7, we performed a quantitative assessment of the confinement

of carriers in the 2DEG within BSO. The simulations suggest that the band offsets

of BSO with the polar materials, LIO and KTO, are insufficient to confine the full

2DEG density of 3.3×1014 cm−2. The results of the simulations should serve as a

guide to engineering barriers for BSO-based heterostructures.

Overall, in this dissertation, we have addressed the following aspects of complex

oxides: 2DEG properties, surface properties, and carrier mobility. To carry out these

studies, we developed three theoretical tools that are general and applicable to other

material systems: (1) implementation of the field dependence of dielectric permittivity

into an SP solver, (2) a general and rigorous methodology for calculating properties of

charged surfaces within DFT, and (3) an accurate computational code to calculate carrier

mobility and other transport properties.

In addition to the work explicitly presented in this dissertation, we have carried out

two other investigations that have been published in two journal articles:
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1. We studied the absolute energetics of reconstructions on neutral LAO surfaces.

Some of the results obtained from this work were utilized in Chapter 4. The com-

plete results of the investigation have been published in the journal, Physical Review

B (Phys. Rev. B 90, 235436 (2015); Ref. [112]).

2. We also studied the impact of hole-trapping defects in III-nitrides using SP simula-

tions to shed light on the microscopic mechanism that causes anomalous dispersion

effects in the current-voltage curve, and to explain the lack of a 2D hole gas ex-

pected to form due to the polarization mismatch. The results of the investigation

have been published in the journal, IEEE Electron Device Letters (IEEE Electron

Device Lett. 37, 154 (2016); Ref. [187]).

8.2 Prospects for future research in complex oxides

Here we address some areas in which the work described in this dissertation can be

extended. Additionally, we mention some challenges in complex oxides that can be the

subject of future research.

8.2.1 Extensions of the present work

8.2.1.1 Field-dependent dielectric permittivity

In Chapter 3, we modeled the high-density 2DEG at the interface by fully accounting

for the field dependence of the dielectric permittivity in STO. The modeling involved
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implementing the field dependence into an SP solver, nextnano3 with the help of a wrap-

per script written using the Python programming language. This works very well for

our intended purpose. However, for the implementation to be useful to many others, it

would be preferable to incorporate the field dependence directly into an SP solver as a

single package, instead of having a separate wrapper script. There many other materi-

als, including ferroelectrics, with a field-dependent dielectric permittivity. In principle,

the approach demonstrated in this dissertation for STO can be extended to model these

materials as well. The outcome of these efforts will enable a more general adoption of

SP simulations for materials with a field-dependent dielectric response.

8.2.1.2 Forces in charged surface calculations

In developing the methodology for calculating charged surface energetics in Chap-

ter 4, we took the atomic structure from a calculation for the neutral system. I.e., any

additional relaxations resulting from charging of the surface were disregarded. In princi-

ple, atomic relaxations can be performed but require a correction for the spurious forces

acting on atoms due to interactions with the neutralizing background charges. Here, we

briefly outline the methodology that would enable implementation of the force correc-

tions. According to the force theorem [188], the force acting on a nucleus or ion I is

given by

FI = − ∂E

∂RI

(8.1)
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From Eq. 2.13, it is clear that only two terms of the total energy, namely Vext and EII ,

depend explicitly on the ionic position RI . Therefore, from Eq. 2.13, the force on the

ion I can be written as

FI = − ∂E

∂RI

= −
∫
dr
∂Vext(r)

∂RI

n(r)− ∂EII
∂RI

. (8.2)

Unlike the ions that can move in space, the neutralizing background charges are spatially

fixed, and therefore the “force” acting on these charges due to the ions or the charge

density n(r) need not be corrected. Therefore, the force correction can be accomplished

just by removing the force acting on the ions due to the background charge, which is

part of the term: ∂EII/∂RI .

The force on an ion of charge QI due to a uniform background charge of density q/Ω

can be obtained from the potential Vb(r) due to the background charge using the relation:

FI = −QI∇Vb(r) |r=RI
. (8.3)

In Chapter 4, we obtained an expression for the macroscopically-x-y-averaged potential

Vb(z), which is given by Eq. 4.6. Utilizing Eq. 4.6 in Eq. 8.3 gives the z-component of

the spurious force that needs to be corrected due to the background charges acting on

ion I.

A major challenge involving the practical implementation of a force correction scheme

is to ensure convergence of the corrected forces. The relaxation of the atomic positions
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will be performed outside of the DFT code and will be based on the corrected forces that

mimic the effect of removing the background charges. The forces calculated internally

within the DFT code will account for the background charges, but will use an atomic

structure that is not consistent with those forces. Therefore, the specific details of the

force correction need to be derived in a rigorous manner, and its practical implementation

requires careful consideration.

8.2.1.3 Building on the model for LAO/STO

In Chapter 4, we focused on the surface charging aspect of the LAO/STO heterostruc-

tures to describe the transfer of electrons from the 2DEG to the surface. Having estab-

lished a rigorous model, one can in principle consider additional effects, such as interface

stoichiometry, defect-related traps, and carrier localization, and examine their impact on

the 2DEG formation.

8.2.1.4 Mobility in thin films of BSO

In Chapter 6, we were able to calculate and explain the temperature dependence of

the mobility observed in single crystals of BSO. However, for thin films the comparison

between our calculations and experiment indicated that additional mechanisms are at

play. It would be worthwhile to explain the physical mechanism that causes the additional

temperature dependence in thin films. Such an explanation may point to improvements

that could lead to enhanced mobility.
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8.2.1.5 Exploring high-mobility complex oxides

Based on the conclusions of our work on transport in complex oxides, we found

several pathways that can enhance their electron mobility. A fruitful approach is to

identify materials with a low DOS. Among the materials similar to the tin perovskite

BSO, germanate perovskites are potential candidates. These materials, with a chemical

composition (Sr,Ba,Ca)GeO3, have a nondegenerate conduction band and hence a low

DOS. Computing their mobility from first principles will help inform experimentalists to

explore this materials space.

8.2.2 General challenges for use of complex oxides in electronic

applications

In addition to the aspects of complex oxides addressed in this dissertation—namely,

surface charging, confinement of the 2DEG, field-dependent dielectric permittivity, and

carrier mobility—there exist other fundamental challenges that need to be considered and

addressed at the theoretical as well as experimental levels. Overcoming these challenges

could help in the adoption of complex oxides for use in reliable and wide-scale electronic

applications. Here, we present two of these challenges.

8.2.2.1 Lack of good conducting p-type oxides

Modern circuits based on metal-oxide-semiconductor field-effect transistors (MOS-

FETs) rely on using complementary devices, namely p-type, and n-type devices, to
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greatly reduce the power consumption. p-type devices conduct current via holes (unoc-

cupied states near the VBM), and n-type devices conduct via electrons. This is the basis

of CMOS technology, which stands for “Complementary Metal-Oxide-Semiconductor”,

where the oxide serves as an insulating barrier and the semiconductor serves as the con-

ducting channel [63,189]. Most oxides, in general, can be readily doped n-type. However,

achieving p-type conductivity has been very challenging for two major reasons [190,191]:

(1) the valence band of oxides is composed of O 2p orbitals that are quite localized in na-

ture, and tend to form hole polarons (localized holes accompanied by lattice distortions),

and (2) for Fermi levels near the valence band, a necessity for p doping, the formation of

donor defects becomes highly likely and tends to compensate any acceptors that might

be present. These challenges are fundamental to the nature of oxides. The reason for the

compensation of acceptors could be mainly attributed to the valence band, constituted

of O 2p orbitals, being very low in energy relative to the vacuum level. The presence

of holes at such low energies creates an energetically unfavorable situation, which would

favor any mechanism that can lead to energy gain. One of the energy-gain mechanisms

is compensation by donors, which would lead these low-lying states being occupied. An-

other mechanism is via the formation of localized hole polarons that raises the position

of the unoccupied states to higher energies. Due to these fundamental reasons, finding

good p-type complex oxides seems extremely difficult. Some computational efforts using

high-throughput discovery are currently being pursued [192]. An alternative approach
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would be to design novel devices and circuits that eliminate the need for p-type doped

materials while providing the same or better level of functionalities.

8.2.2.2 Electrostatics of modulating large 2DEG densities

One of the most interesting phenomena in complex oxides, from an electronic device

perspective, is the extremely dense 2DEG that occurs at a polar/nonpolar heterointer-

face. However attractive they may seem for devices, to realize an FET, one needs to

be able to modulate the large 2DEG density that is on the order of 1014 cm−2, which is

unprecedented in semiconductors. The modulated charge Q in an FET is related to the

applied voltage V through the gate-barrier capacitance C as Q = CV . This gate-barrier

capacitance is determined by the dielectric constant ε of the barrier material and its

thickness d as C = εε0/d. In a typical MOSFET, using SiO2 as the barrier material,

the modulated charge density is on the order of 1012 cm−2. Modulating a charge of 1014

cm−2 with the same barrier thickness and dielectric constant requires an applied volt-

age V larger by two orders of magnitude. This increases the electric field in the barrier

correspondingly by two orders of magnitude, which can lead to dielectric breakdown.

Therefore, modulating such a large 2DEG density poses a difficult challenge: finding the

appropriate gate-barrier materials with large dielectric constant. This challenge needs to

be overcome to reap the benefits associated with the high-density 2DEG at complex oxide

heterostructures. Recently, progress has been made on this front by Rajan et al. [193]
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using STO as the gate dielectric, which has a large dielectric constant of ε = 300 as well

as large breakdown voltage.
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Reading list

The purpose of this Appendix is to provide a collection of books, some key review articles,

and seminal papers that are related to DFT, transport theory, semiconductor theory, de-

vice physics, and electron-phonon scattering. The collection could be useful as a starting

point for graduate students and others who are interested in these topics.

A.1 Books and review articles

Quantum mechanics

1. H. Kroemer, “Quantum Mechanics for Engineers: Material Science and Applied

Physics,” Pearson (1994).

2. G. Giuliani and G. Vignale, “Quantum Theory of the Electron Liquid,” Cambridge

Universiy Press (2005).
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Solid state physics and Semiconductors

3. P. Y. Yu and M. Cardona, “Fundamentals of Semiconductors,” Springer Berlin

Heidelberg, Berlin, Heidelberg (2010).

4. M. S. Dresselhaus, “Lecture notes on Solid State Physics I–IV” (2001).

5. K. Seeger, “Semiconductor Physics” (Springer Berlin Heidelberg, Berlin, Heidel-

berg, 2004).

6. U. Mishra and J. Singh, “Semiconductor Device Physics” (2008).

7. M. S. Dresselhaus, “Lecture notes on Solid State Physics I–IV” (2001).

Density Functional Theory

8. W. Kohn, Rev. Mod. Phys. 71, 1253 (1999).

9. K. Burke, “The ABC of DFT” http://dft.uci.edu/doc/g1.pdf.

10. A. Zangwill, “The education of Walter Kohn and the creation of density functional

theory,” Arch. Hist. Exact Sci. 68,775 (2014).

11. R. M. Martin, “Electronic Structure: Basic Theory and Practical Methods,” Cam-

bridge University Press (2004).

12. E. Engel and R. M. Dreizler, “Density Functional Theory- An Advanced Course”,

Springer (1996).
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13. M. A. L. Marques, N. T. Maitra, F. M. S. Nogueira, E. K. U. Gross, and A. Rubio,

“Fundamentals of Time-Dependent Density Functional Theory,” Springer Berlin

Heidelberg, Berlin, Heidelberg (2012).

14. M. C. Payne, M. P. Teter, D. C. Allan, T. A. Arias, and J. D. Joannopoulos, “It-

erative minimization techniques for ab initio total -energy calculations: molecular

dynamics and conjugate gradients,” Rev. Mod. Phys. 64, (1992).

15. R. O. Jones and O. Gunnarsson, “The density functional formalism, its applications

and prospects,” Rev. Mod. Phys. 61, 689 (1989).

16. R. O. Jones, “Density functional theory: Its origins, rise to prominence, and future,”

Rev. Mod. Phys., 87, 897 (2015).

17. C. Freysoldt, B. Grabowski, T. Hickel, J. Neugebauer, G. Kresse, A. Janotti, and

C. G. Van de Walle, “First-principles calculations for point defects in solids,” Rev.

Mod. Phys. 86, 253 (2014).

Transport

18. J. M. Ziman, “Electrons and Phonons: The Theory of Transport Phenomena in

Solids”, OUP Oxford (1960).
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A.2 Original articles

1. P. Hohenberg and W. Kohn, “Inhomogeneous Electron Gas”, Phys. Rev. 136,

B864 (1964).

2. W. Kohn and L. J. Sham, “Self-Consistent Equations Including Exchange and

Correlation Effects”, Phys. Rev. 140, A1133 (1965).

3. J. P. Perdew, K. Burke, M. Ernzerhof, “Generalized Gradient Approximation Made

Simple”, Phys. Rev. Lett. 77, 3865 (1996).

4. G. Kresse, “Efficient iterative schemes for ab initio total-energy calculations using

a plane-wave basis set”, Phys. Rev. B 54, 11169 (1996).

5. G. Kresse, “From ultrasoft pseudopotentials to the projector augmented-wave method”,

Phys. Rev. B 59, 1758 (1999).

6. G. Kresse and J. Furthmüller, “Efficiency of ab-initio total energy calculations for

metals and semiconductors using a plane-wave basis set”, Comput. Mater. Sci. 6,

15 (1996).

7. P. E. Blöchl, “Projector augmented-wave method”, Phys. Rev. B 50, 17953 (1994).

8. G. Makov and M. C. Payne, “Periodic boundary conditions in ab initio calcula-

tions”, Phys. Rev. B 51, 4014 (1995).
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9. X. Gonze and C. Lee, “Dynamical matrices, Born effective charges, dielectric per-

mittivity tensors, and interatomic force constants from density-functional pertur-

bation theory”, Phys. Rev. B 55, 10355 (1997).

10. N. Marzari, A. A. Mostofi, J. R. Yates, I. Souza, and D. Vanderbilt, “Maximally

localized Wannier functions: Theory and applications”, Rev. Mod. Phys. 84, 1419

(2012).

11. C. G. Van de Walle and R. M. Martin, “Theoretical study of band offsets at semi-

conductor interfaces”, Phys. Rev. B 35, 8154 (1987).

12. C. G. Van de Walle, “Band lineups and deformation potentials in the model-solid

theory”, Phys. Rev. B 39, 1871 (1989).
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Appendix B

Extended Fröhlich model

Here we derive the expression in SI units for the electron-LO-phonon coupling matrix

element based on the Fröhlich coupling modified by inclusion of multiple LO modes.

We start with the expression—derived by Toyozawa (see the derivation leading up to

Eq. 3.27 in Ref. [68])—for the electron-phonon coupling potential, Vqν , relating it to the

derivative of the frequency-dependent dielectric constant, ε(ω):

Vqν =
1√
Vcell

e

q

(
~

ε0
∂ε(ω)
∂ω
|ωL,ν

)1/2

, (B.1)

where the frequency-dependent dielectric constant (for n LO and TO modes) is given by

the generalized Lyddane-Sachs-Teller relation [68,69,194,195]:

ε(ω) = ε∞

n∏
j=1

ω2 − ω2
L,j

ω2 − ω2
T,j

. (B.2)
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The Fröhlich coupling constant, αj, is defined to be

Vqν =
~ωL,ν
q

e

q

(
αν

ε0Vcell

)1/2( ~
2m∗ωL,ν

)1/4

. (B.3)

For the n-mode case, the derivative of the dielectric constant with respect to frequency

is

∂ε(ω)

∂ω
|ω=ωL,ν = ε∞2ωL,ν

∏
j 6=ν ω

2
L,ν − ω2

L,j∏n
j=1 ω

2
L,ν − ω2

T,j

(B.4)

= ε∞
2

ωL,ν

∏
j 6=ν

(
1− ω2

L,j

ω2
L,ν

)
∏n

j=1

(
1− ω2

T,j

ω2
L,ν

) . (B.5)

Using Eq. B.5 in Eq. B.1, we obtain

Vqν =
1

q

(
e2~ωL,ν

2Vcellε0ε∞

)1/2


∣∣∣∣∣∣∣
∏n

j=1

(
1− ω2

T,j

ω2
L,ν

)
∏

j 6=ν

(
1− ω2

L,j

ω2
L,ν

)
∣∣∣∣∣∣∣


1/2

. (B.6)

For a single LO mode, this reduces to the well-known Fröhlich model:

Vqν =
1

q

(
e2~ωL,ν

2Vcellε0ε∞

)1/2(
1− ε∞

ε(0)

)1/2

. (B.7)

195



Appendix C

Hyperbolic dispersion

The hyperbolic dispersion relation derived from k.p theory [162] is given by

~2k2

2m∗Γ
= εk(1 + αεk) , (C.1)

where m∗Γ is the effective mass around Γ (CBM), and α (in units of eV−1) captures the

degree of nonparabolicity.

Rearranging Eq. C.1 in a quadratic form, we get

αε2 + ε− ~2k2

2m∗Γ
= 0 . (C.2)

The two roots of this equation are

ε = − 1

2α
± 1

2α

√
1 + 4α

~2k2

2m∗Γ
. (C.3)

196



Hyperbolic dispersion Chapter C

The solution with the positive term describes the dispersion of a conduction band with

a positive curvature, while the solution with the negative term represents the dispersion

of a valence band, which has a negative curvature. The “zero” occurs at the CBM, and

the band gap separating the valence and conduction bands is 1/α.

The velocity vector for the conduction band is given by

vnk =

(
~k

m∗Γ

)[
1 +

2α~2k2

m∗Γ

]−1/2

(C.4)

=

(
~k

m∗Γ

)
(1 + 2α εn,k)−1 (C.5)

and the band mass accounting for nonparabolicity is given by

m∗ = m∗Γ (1 + 2α εn,k)3 . (C.6)

The density of states (DOS) is given by

D(εn,k) =
1

Vcell

∑
k

δ(ε− εn,k) (C.7)

=
∑
k

δ(k − k0)
1∣∣∂εk

∂k

∣∣
k0

(C.8)

= 2
1

8π3

1∣∣∂εk
∂k

∣∣
k0

∫
dk3δ(k − k0) (C.9)

= 2
1

8π3
4πk2 1

|~vk|k0
(C.10)

=
1

π2
|k|
(
m∗Γ
~2

)
(1 + 2α εn,k) . (C.11)
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Expressing Eq. C.11 entirely in terms of ε yields

D(εn,k) =
1

π2

√
2εn,k (1 + αεn,k)

(
m∗Γ
~2

)3/2

(1 + 2α εn,k) . (C.12)

From the DOS, the electron density as a function of Fermi level εF at T = 0 K can be

obtained by integrating Eq. C.12,

n(εF)|T=0 =
1

3π2
(2εF(αεF + 1))3/2

(
m∗Γ
~2

)3/2

. (C.13)

For T 6= 0, the Fermi-Dirac distribution is to be multiplied with the DOS, and integrated.
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